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1. Introduction

The Foundations of Programming Languages course introduces the formal foundations of pro-
gramming languages and the techniques and methods involved. The learning objective is to be
able to apply most of the techniques.

Rather than dealing with syntax-based problems, such as lexing and parsing programs, the
course is mainly concerned with the meaning of programs. So the main question is, how to
define, represent, and reason about the meaning of programs. Of course, before such a semantics
of the language can be defined, the syntax has to be specified (which we will do most of the time
by using context-free grammars and additional side conditions). To specify the semantics we
will learn several methods and also look at the connections between them.

But before we think about the semantics, we need to think about the language: Which program-
ming language should we consider?

When classifying programming languages, several characteristics can be considered.

Programming Paradigms. There are two main classes of programming paradigms (and there
also exist languages that combine them, such as Scala which is a multiparadigm language):

* Imperative programming languages: Languages that focus on how to execute tasks (e.g.,
C, C++, Python, Java). Object-oriented languages (C++,Java, etc.) are usually classified
as a subclass of the imperative languages.

* Declarative programming languages: Languages that focus on what the program is sup-
posed to compute. The main subclasses of declarative programming languages are logical
programming languages (e.g. Prolog) and functional programming languages (e.g. Haskell,
ML).

Level of Abstraction.  Another classification is the level of abstraction:
* Machine languages: Low level languages closely associated with hardware (e.g.assembly).

* High-level languages: Languages that provide greater abstraction from the hardware (e.g.,
Haskell, Python, Java).

* Mid-level Languages: Languages that combine high-level abstractions with low-level
capabilities (e.g., C).

Scope of Languages. It is also possible to classify languages according to their scope:
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1. Introduction

* General-purpose languages: Languages designed to be used for a wide range of program-
ming tasks (e.g. Haskell, Python, C, Java, .. .).

* Domain-specific languages: Languages that are tailored to specific application domains
and offer specialised features to facilitate tasks within that context (e.g. MATLAB for
mathematical computations).

Computational Power We also can consider the computational power of languages:

* Turing completeness: Languages that can perform any computation that can be described
algorithmically (e.g.,JavaScript, C).

* Non Turing complete languages: Languages that are limited in their computational capa-
bilities (e.g., simply typed lambda calculus, some domain-specific languages, etc.).

However, all modern programming languages have a rich syntax and thus lead to a very complex
semantics, which means that they are out of scope for explaining the basic concepts of semantics
and also for reasoning about them (there are research projects doing this for full languages).

Therefore, we will look for much more basic computational models, i.e. basic models that
describe computation. These include

Turing Machine: Alan Turing’s model of computation which will mainly be used to establish a
notion of computability.

WHILE Language: A very simple imperative language that has variables, assignment, if-then-
else, and while loops. However, its computational power is the same as that of Turing
machines. So it can be considered as a core language of imperative languages. We will
use the WHILE language to explain different styles of semantics.

Lambda Calculus: A model where functions and function applications are used to build pro-
grams. It can be seen as a core language of functional programming. Besides different
evaluation strategies which model different categories of functional programming lan-
guages, we will discuss polymorphic typing after extending the calculus to make it more
handy to program.

1.1. Outline

We start with a short introduction to computability, in particular we define Turing computability
and recall the definition of a Turing machine in Chapter[2] The chapter ends with an explanation
of the Church-Turing thesis. In Chapter [3] we will introduce the lambda calculus and different
evaluation strategies for it. In Chapter [ extensions of the lambda calculus are introduced,
i.e. these languages are better suited as core languages of functional programming languages. In
Chapter [5| the polymorphic typing of a functional language is explained and two algorithms for
this static analysis are presented and analysed. In Chapter [6] different formalisms for defining
formal semantics are explained and illustrated for an imperative core language. We conclude in
Chapter[7} References and further reading on the various topics can be found in the corresponding
chapters.
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2. Computability

2.1. Intuitively Computable Functions

Every programmer has a sense of what a computer program can and cannot compute. However,
it seems to be quite difficult to formalize a notion of “computable” and to prove that something
can be computed or that something cannot be computed.

To give an intuition about computability, we first define a notion of computability that should
coincide with the notion of “intuitively computable” (we cannot prove the coincidence, since
“intuitively” cannot be captured formally). We then discuss the notion for some examples.

Definition 2.1.1 (Intuitive Computability). A function f : ]N’g — INg is called computable iff
there exists an algorithm (a program in a modern programming language) that computes f,
i.e. oninput (ny,...,ni) € ]N’S the program terminates after a finite number of steps and returns
f(ny,...,nx) as result. If f is a partial function, then for all inputs (n1, . ..,ng) for which is f
is undefined, the algorithm should not terminate, but run forever.

Example 2.1.2. The algorithm with input n € Ng and code
while true {skip};

computes the partial function fi : Ng — Ng which is undefined for all inputs. (often written as
fi(x) = 1)

The algorithm with inputs n1, ns € Ng and code:

result := ny + na;
return result;

computes the function fo : (Ng X Ng) — Ng with fo(x,y) =x + y.
Example 2.1.3. The function

1, ifnis a prefix of the digits of the decimal representation of ©
0, otherwise

f3(n) = {

E.g. f3(31) = 1 and f3(314) = 1, but f3(2) = 0 and f3(315) = 0. The function f3 is computable,
since there are algorithms that can compute the first x digits of m, a subsequent comparison of
the digits with the digits of n is also easily implementable.
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2. Computability

Example 2.1.4. Consider the function

1, ifnis a substring of the digits of the decimal representation of ©
0, otherwise

fa(n) = {

There seems to be no obvious algorithm, and thus it is not clear whether fy is computable. On
the other hand, if we knew that m contains every sequence of numbers (an open problem), then
the algorithm would be trivial by returning 1 on each input, and thus f; would definitely be
computable.

Example 2.1.5. For the function

1, if the digits of the decimal representation of m contains the substring 3™
f5(n) = for some number m > n.
0, otherwise

computability seems to be as hard as for f4, but this is not true: Either there a fixed number my,
such that © contains all words 3™ with m < mg and no words 3™ with m > mq or there is no
such number. For the first case, the algorithm to compute f5 is easy: if n > my, then return 0
else return 1. For the latter case f5(n) = 1 holds for all n. So even though we do not know which
of the two algorithms computes fs, there exists an algorithm that computes f5 and thus we know
that fs is computable.

The last example shows that we only have to show existence of an algorithm that computes f,
but that we do not need to construct the algorithm.

Example 2.1.6. The function
1, ifP=NP
0, ifP+ NP

is computable, because either P = NP holds (then fg(n) = 1 for all n), or (P # NP) holds (then
fe(n) = 0 for all n). Again, we do not know which algorithm is the right one, but this does not
affect the computability of fs.

fo(n) = {

Let f” be the function and r be a real number

£ () = { 1, if nis prefix of the digits of the decimal representation of r
0, otherwise

One might think, that f” is computable for every real number r (since as we have argued f” is
computable. But there is a simple argument why this cannot be the case: The real numbers are
not countable, but the algorithms (or programs of a programming language) are countable. Thus
there are more functions f” than algorithms and since one algorithm cannot be used for different
numbers 7y # r2 (obviously there is prefix that distinguishes the digits of 71 and r2), there must
be functions f” that cannot be computed.
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2.2. Turing Computability

tape consisting of cells

ajex|as - n (unbounded to the left and to the right)

< >

\ read-/write-head

COI.ltl'Ol unit (may move to the left or to the right)
(finite states)

Figure 2.1.: Illustrating the Turing Machine

2.2. Turing Computability

We recall the Turing machine, which is a mathematical model for computation introduced in 1936
by the British computer scientist Alan Turing. An informal illustration of the Turing machine is
given in Fig.[2.1] Turing machines use an infinite tape as memory. The tape is divided into cells.
There is a read/write head which reads the content of the current cell (a symbol), the machine
calculates the next state, and writes a new symbol into the current cell, finally it can move the
head to the left or right direction by one cell.

The formal definition of Turing machines is as follows:

Definition 2.2.1 (Turing Machine). A Turing machine (TM) is a 7-tuple M =
(0,2,1,6,qo,0, F) where

* Q is a finite, non-empty set of states,

* X is a finite set of symbols, the input alphabet,

* " D X is a finite set of symbols, the tape alphabet,

* ¢ is the state transition function where in the case of a deterministic Turing machine (DTM),
6:(QOxT) - (QxT'x{L,R,N}), and in case of a non-deterministic Turing machine
(NTM), 6 : (Q xT') > P(QxT'x{L,R,N}),

* go € Q is the start state,

e O € I'\ Z is the blank symbol,

* F C Q is the set of final states.

For a deterministic Turing machine, an entry 6(g,a) = (¢’, b, x) means that in state g, if the
content of the current cell is a, the next state will be ¢’, the content of the current cell will be
b and the read-/write-head moves into direction x (which is left if x = L, right if x = R and no
move if x = N).

For a non-deterministic Turing machine the same holds if (¢’,b,x) € d(q,a), but it means,
that the TM can do this, but it can also do some other state transition in 6(qg,a). It chooses
non-deterministically between the choices in §(q, a).

Definition 2.2.2 (A configuration of a Turing machine). A configuration of a Turing machine is
a word wgw’ € I'*QTI'™*
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2. Computability

A configuration wgw’ means that the TM is in state g, the tape content is ww’ and infinitely
many blank symbols left and right from ww’, and the current head position is on the first symbol
of w’.

Initially the TM is in state g and the head is on the first symbol of the input word.

Definition 2.2.3 (Start-configuration of a TM). For input w, the start-configuration of a TM
M =(0,%,T,6,q0,0,F) is qow.

The transition relation 5, of a TM M is defined as a binary relation on configurations:

Definition 2.2.4 (Transition relation on configurations). Let M = (Q, 2,1, 6, qo,0, F) be a TM.
The relation vy is defined by the following cases (where 6(q,a) = (q’, ¢, x) in case of an NTM
means (q’,c,x) € 6(q,a)):
1. wgw’ ¥y if g € F (no transition is possible for final states).
2. b1---byqar---an vy by -bpqg’cas---ay,
if6(g,a1) =(q’,¢c,N),m>0,n>1,qg¢F
3. by --bygai---a, vy by by-1q'bycas - - - ay,
if6(q,a1) =(q’,c,L),m>1,n>1,q¢F
4. by---bpgay---ap vy b1---bycasq’as---ay,
if6(q,a1) =(q¢’,c,R),m>0,n>2,q¢F
5. by1---byqgai vy by bycq’n, if6(q,a1) =(q',¢c,R) andm > 0,q ¢ F
6. gqai---ay by q'Ocas -+ -ap, ifé(q,a1) =(q’,c,L)andn > 1,q ¢ F
Let "5\/1 be the i-fold application of +p and v, the reflexive-transitive closure of +p. We omit
the index M in vy and write + is M is clear from the context.

We explain the different cases: Item |l| prohibits to proceed if the TM has reached a final state.
Items 2] to [] are standard cases where the read-write-head does not move, moves to the left,
moves to the right. Item[5|covers the case, the TM has not discovered the symbols right from the
current one, and now moves to the right. Then a new blank symbol is added to the configuration.
Item [6]is the symmetric case for the left end of the tape.

Example 2.2.5. The DTM M = ({q0, 91,92, 93},{0,1},{0,1,0}, 6, g0, 0, {g3}) with

6(q0,0) = (90,0, R) 6(q0,1) = (g0, 1, R) 6(q0,0) = (q1,0,L)
6(q1,0) = (g2, 1, L) 6(q1,1) = (¢1,0,L) 6(q1,0) = (g3, 1, N)
0(q2,0) = (g2,0,L) 6(g2,1) = (q2,1,L) 0(g2,0) = (¢3,0,R)
0(g3,0) = (g3,0,N) 6(g3,1) =(gq3,1,N) 0(g3,0) = (¢3,0,N)

interprets its input w € {0, 1}* as binary number and add 1 to it. In start state qo the TM moves
its head to the right end of input (until it detects the blank symbol O), then it changes its state
to q1. In state q it tries to add 1. If there is no carryover, it switches to state qo and moves its
head to the left until it reaches the blank symbol and accept in state qs. If there is a carryover of
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2.2. Turing Computability

1 then it has to be added to the next digit. The DTM remains in state q1 and moves its head to
the left and so on. If the carryover remains also after reading the whole number (from right to
left, for instance for input 1111), then an new digit is created by left from the first position by the
transition 6(q1,0) = (g3, 1, N) and the DTM accepts in qs.

As an example, wir consider the input 0011. The execution of the TM is as follows:

qo0011 + 0go011 + 00ggll + 001gel + 0011gom + 001gi10 + 00g1100 + 0g10000 +
201000 + g2001000 + Og301000

While one can define the language accepted by a TM, we use the acceptance of a TM to define
computability of functions on natural numbers, and also computability of functions on words
over the input alphabet.

Definition 2.2.6. Let bin(n) be the binary representation of number n € Ny. A function
f: ]Ng — INg is called Turing computable, if there existsa DTM M = (Q,%,1, 6, qo, 0, F) such
that forall ny, ... ,ng,m € Ny:

f(ny,...,n ) =miff gobin(ny)# ... #bin(ng) v O...0¢grbin(m)0...Owithgy € F.

A function f : X* — X" is called Turing computable, if there exists a DTM M =
(0,2,1,6,q0,0, F) such that for all u,v € *:

fu)=vifgou+"0...0qsv0...0Owithqgys € F.

If f(n1,...,nx) is undefined (and f is a partial function), the TM may loop. Moreover, we can
assume that this is always the case, by constructing an according TM from a given one.

Example 2.2.7. The successor function f(x) = x + 1 for all x € Nq is Turing computable. We
defined the corresponding TM already in Example[2.2.5)

Example 2.2.8. The identity f(x) = x for all x € Ny ist Turing computable, since for DTM M =

we have qobin(n) +* qobin(n) for all n € Ny.

The function f(x) = L which is undefined for every input is Turing computable, since M =

never reaches a final state.

Remark 2.2.9. We also could have used multitape Turing machines which have k-tapes each of
them with there own read-write-head. The notion of computability, however, remains the same,
since single tape TMs can simulate multitape TMs (and vice versa).

Let us recall the important result, that not all functions on natural numbers are computable.
Turing machines and words can be encoded as numbers (usally called Godel numbers).
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2. Computability

Let f be a function that gets a number, and checks whether the number is a valid encoding of
a tuple consisting of Turing machine M and a word w and returns 1 if the TM holds on this
configuration and O otherwise.

Let f’ be a function that gets a number, and checks whether the number is a valid encoding of
a tuple consisting of Turing machine M and a word w and returns 1 if the TM holds on this
configuration, and is undefined otherwise.

Then f is not Turing computable, because it is equivalent to solve the halting problem for Turing
machines which is undecidable. The function f’ is Turing computable, because f’ can be
computed by a Turing machine, by simulating M on word w.

2.3. The Church-Turing Thesis

Besides Turing and the definition of Turing computability, also other famous computer scientists
and mathematicians have attempted to answer the question what can be computed and what
cannot be computed. A lot of research has been done in the 1930s. Among them are Kurt Godel
and Jacques Herbrand (defining the class of general recursive functions) and Alonzo Church and
Stephen Kleene (defining A-definable functions). As a remarkable result it was shown, that all
of the formalisms were shown to be equivalent, i.e. they define the same class of functions.

This lead to the Church-Turing thesis stating that the class of intuitively computable functions is
the same as Turing computable functions.

Church-Turing Thesis: The class of Turing computable functions is identical to
the class of intuitively computable functions.

The thesis cannot be proved, since there is no formal definition of “intuitively computable”.

The thesis however, is supported by showing Turing completeness of other formalisms:

Definition 2.3.1 (Turing completeness). A formalism (a programming language, a cellular
automaton, an instruction set of a computer, a rewrite system etc.) is called Turing complete iff
it can simulate a Turing machine. That means every Turing computable function can also be
computed by the formalism.

Surprisingly, a lot of of formalisms were shown to be Turing complete and thus they can be
replaced by Turing computability in the Church-Turing thesis — since they all compute the same
class of functions.

Among them are all modern programming languages, the lambda-definable functions, the general
recursive functions, WHILE-programs, GOTO-programs, the RAM-model, etc. (the proofs can
be found in introductionary books on computability theory).

You may convince yourself that your favourite programming language is Turing complete by
programming a simulation of Turing machines.
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2.4. Conclusion and References

2.4. Conclusion and References

Starting from a notion of intuitive computability, we recalled Turing machines and Turing
computability. A lot of models are Turing complete and thus the power of Turing computability
also holds for those models. The Church-Turing thesis states that all these notions of computability
are exactly the intuitively computable functions. In conclusion, it makes sense to a consider
foundational models and their semantics as a core of real programming languages, as long as the
computability is not weakened in the models (or there is a good reason to do so). In the next
chapter we will consider the Turing complete formalism of the (untyped) lambda calculus.

The presentation of intuitive computability including some examples and the presentation of Tur-
ing machines is oriented on (Schoning, 2008). Introductionary books covering Turing machines,
computability and the Church-Turing thesis are for instance (Hopcroft et al., 2006 Sipser, 2013)).
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3. The Lambda Calculus

In this chapter we will introduce the untyped lambda calculus which is a foundational model of
computation and the core of functional programming languages. However, lambda notation is
used in other settings too. For instance, several non-functional programming languages like Java
or Python have introduced functional concepts and lambda expressions. Also in mathematics,
lambda notation is used to represent functions. We will also do this in other chapters, for instance,
when introducing the denotational semantics of an imperative programming language.

However, our first goal is to introduce the syntax and the operational semantics of the lambda
calculus with different variants that match non-strict functional programming languages like
Haskell and strict functional languages like ML and F#.

For introducing the lambda calculus, we first present the syntax and then present different
evaluation strategies which thus define different operational semantics.

3.1. Syntax of the Lambda Calculus

The lambda calculus was introduced by Alonzo Church in the 1930s (Church, 1941). The syntax
is quite simplistic:

Definition 3.1.1. Expressions of the lambda calculus are built according to the following gram-
mar (starting with non-terminal Expr):

Expr ::=V | AV.Expr | (Expr Expr)

Here V is a non-terminal for variables (of a countable infinite set of variables, usually denoted
as x,¥,Z,...).

An expression of the form Ax.s is called an abstraction. The lambda binder Ax binds the variable
x in the subexpression s (which is called the body of the abstraction), i.e. the scope of x is s.
An abstraction represents an anonymous function, i.e. a function that does not have a name. For
instance, the (non anonymous) identity function id(x) = x is represented in the lambda calculus
by the abstraction Ax.x.

The construct (s ¢) is called an application. Applications allow applying functions to arguments.
The expression in function position s and the argument ¢ are arbitrary expressions. For example,
the argument may again be an abstraction. That is why we also speak of the higher-order lambda
calculus, since functions may have functions as arguments or as result. For example, one may
apply the identity function to the identity function as ((Ax.x) (Adx.x))
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3.1. Syntax of the Lambda Calculus

Convention 3.1.2. To omit parentheses, we use the following associativities and priorities:
Application is left-associative, i.e. s t v means ((s t) r) and not (s (¢t r)). The body of an
abstraction extends as far as possible. For instance, Ax.s t means Ax.(s t) and not ((Ax.s) t). As
short-hand notation we write Ax1, . . ., x,.t for the nested abstractions Ax1.(Axa. ... (Ax,.t) .. .).

Example 3.1.3. Some prominent expressions of the lambda calculus are:

= Ax.x
= Ax.Ady.x
2 = Ax.Ay.y
= (Ax.(x x)) (Ax.(x x))
Af (Ax.(f (xx))) (Ax.(f (x x)))
= Af.(Ax.(f 2z2.(x x) 2)) (Ax.(f Az.(x x) 7))
= Ax.Ay.Az.(x 2) (¥ 2)

YL NN DR R~

The expression 1 is the identity function. The expressions K and Ky take two arguments
and K projects to the first one, while Ko projects to the second one. The expression Q is a
non-terminating expression (we will see this later). The expression Y is a so-called fixpoint-
combinator, which means that Y f is (semantically) equal to f (Y f). ForY this will hold for
call-by-name evaluation, while for call-by-value evaluation, Z is a fixpoint-combinator. The
expression S is the so-called S-combinator of the so-called SKI-calculus (which only has S, K
and I).

We define functions F'V and BV that compute the sets of free variables and bound variables for
a lambda expression.

FV(x) =x BV(x) =0
FV(Ax.s) = FV(s) \ {x} BV (Ax.s) = BV (s) U {x}
FV(st)y =FV(s)UFV(z) BV(st) =BV(s)UBV(t)

Example 3.1.4. For the expression s = (Ax.Ay.Aw.(x y 2)) x, computing the free and bound
variables results in F'V (s) = {x, z} and BV (s) = {x,y,w}.

If FV (1) = 0, then we say that ¢ is closed or a program, otherwise t is called open. An occurrence
of a variable x in an expression s is called bound if it is in the scope of a binder Ax, otherwise it
is called free.

Example 3.1.5. Let s = (Ax.Ay.Aw.(x y 7)) x. We label the occurrences of variables (not at the
binders): (Ax.Ay.Aw.( x y z ) x . The occurrence of x labeled with 1 and the
—— —— ——

1 2 3 4
occurrence of y labeled with 2 are bound occurrences. The occurrence of 7 labeled with 3 and
the occurrence of x labeled with 4 are free occurrences.

Exercise 3.1.6. Let s = (1y.(y x)) (Ax.(x y)) (Az.(zx y)). Compute F'V (s) and BV (s). Which
occurrences of x, y, z are free, which are bound?
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3. The Lambda Calculus

Definition 3.1.7 (Capture-Avoiding Substitution). We write s(t/x] for the expression s where
all free occurrences of variable x are replaced by expression t. To avoid name and capturing

conflicts, we assume that BV (s) N FV (t) = 0 holds.

With this assumption, substitution can be defined inductively with the following equations:

x[t/x] =t
ylt/x] = y, ifx#y

_ Ay (Gsle/x])  ifx#y
(Ay.s)[t/x] = {ﬂy's ifx=y
(s1s2)[t/x] = C(si[t/x] s2[t/x])
(s1s2)[t/x] = C(s1lt/x] s2[t/x])

For example, (Ax.z x)[(1y.y)/z] results in (Ax.((1y.y) x)). Note that without the side condition,
free variables could be captured by substitution, for instance, consider (Ax.z x)[dy.x/z]: this
would result in Ax.((dy.x) x) such that the free occurrence of x in Ay.x would be captured (and
thus become a bound occurrence). However, we forbid this case.

Exercise 3.1.8. For s = (x z) (1y.x) and t = Aw.(w w), compute s[t/x].

Contexts C are expressions where one subexpression is replaced by the context hole [-]. Thus,
they are constructed according to the following grammar with start symbol Ctxt (where Expr
are generated as defined in Definition [3.1.1)):

Ctxt ::= [-] | AV.Ctxt | (Ctxt Expr) | (Expr Ctxt)

Replacing the hole of an expression by an expression results in a new expression. This kind of
substituting the hole of C by expression s is denoted as C[s] and it may capture variables of s.
For instance, let C = Ax.[-], then C[Ay.x] is the expression Ax.(1dy.x). The free occurrence of x
in Ay.x is captured by the substitution.

3.2. @-Renaming and 5-Reduction

Next we define a-renaming. A single a-renaming-step is of the form:

ClAx.s] N ClAy.s[y/x]]ify ¢ BV (C[Ax.s]) U FV(C[Ax.s])

. .. @ a . . .
The reflexive-transitive closure of — U « is called a-equivalence and written s =, . We do
not distinguish a-equivalent expressions (and thus write s = ¢ also for @-equivalent expressions),
but to avoid naming conflicts, we assume the following convention:

Definition 3.2.1 (Distinct Variable Convention (DVC)). In any expression s, bound and free
variables are disjoint, i.e. BV (s) N FV(s) = 0, and all variables on binders are pairwise
distinct.
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3.2. a-Renaming and (-Reduction

The convention can be obeyed by using a-renamings (use new variable names and rename all
binders using @-renaming).

Example 3.2.2. The expression (y (1y.((Ax.(x Ax.x)) (x ¥)))) violates the DVC, since x and y
occur free and bound, and x occurs twice at a binder. We use a-renamings to satisfy the DVC:

(v (Ay.((Ax.(x Ax.x)) (x ¥))))

(v (Ay1.((Ax.(x 2x.x)) (x y1))))

(y (Ay1.((x1.(x1 Ax.x)) (x y1))))
(v (Ay1.((Ax1.(x1 Ax2.x2)) (x ¥1))))

12 1= |=

Exercise 3.2.3. Let s = ((Ax.(x Ay.(x 2) (¥ x))) (Az.y)). Perform a-renamings for s, such that
the resulting expression satisfies the DVC.

Now substitution s[¢/x] can be performed in any case:

Definition 3.2.4 (Substitution). If BV (s) N FV (t) = O, then s[t/x] is defined as in Defini-
tion[3.1.7} Otherwise, let s’ =, s such that s’ fulfills the DVC. Then BV (s") N F'V (1) = 0 holds.
Then let s[t/x] = s"[t/x] using Definition[3.1.7 for s’ [t /x].

The classical reduction rule of the lambda calculus is S-reduction: it evaluates the application of
a function to an argument:

Definition 3.2.5. The (direct) (8)-reduction is defined as
B)  (rs)r D s[t/x]

B .
Ifr1 — ry, the we say ry directly reduces to ro.

.. Cp
The contextual closure of B-reduction is — defined as

Cl[s] P, C[t] iff C is a context and s LN .

Example 3.2.6. Expression (Ax.x) (dy.y) can be B-reduced:

(Ax.x) (Ay.y) D x[(Ay.y)/x] = dy.y

Expression (1y.y y y) (x z) can also be 3-reduced:

(Ay.yyy) (x2) LA OynIx)/yl=((xz) (x2) (x2)

To obey the DVC after a 5-reduction, one has to rename the resulting expression: consider the
expression (Ax.(x x)) (1y.y). One B-reduction results in

(Ax.(x 1) (Ay.y) D (Ay.y) (Ay.y)
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3. The Lambda Calculus

But (1y.y) (Ay.y) violates the DVC. With a-renaming we obtain (1y1.y1) (dy2.ys), which
satisfies the DVC.

For the evaluation of expressions, it is not sufficient to perform B-reductions on the top-level of

expressions, since e.g. the expression ((Ax.x) (1y.y)) (4z.z) could not be reduced. Thus %—
steps have to be used. However, as this is not deterministic, since for instance, the expression
((Ax.x x)((1y.y)(Az.2))) has two positions, where a S-reduction is possible (the corresponding
subexpressions are called a redex (short form of reducible expression)):

© ((xx x)((Ay.y)(1z.2))) = ((Ay.y)(Az.2)) ((Ay.y)(Az.2)) or
* ((Axx x)((1y.y)(Az.2))) — ((Ax.x x)(1z.2)).
Fixing the position where to reduce is also called a reduction strategy and we will fix it, when

defining the operational semantics of the lambda calculus. But before, we analyse arbitrary
B-reductions at arbitrary positions.

3.3. Confluence and the Church-Rosser-Theorem

We define some notation: Let — C (M X M) be a binary relation. We denote with

* «> the symmetric closure of — (i.e.a «> b iffa —» b or b — a).

e s the i-fold composition of — defined by a RN aforalla € M, and fori > 0: a 4 b, if
there exists b’ € M such that a — b and b’ -5 b. o .

NN is the union of the i-fold and the j-fold composition (i.e. a LR biffa 4 bora L b).
In particular, o, is the reflexive-closure of —.

+ = the reflexive-transitive closure of — (ie.a =5 b iff there exists some i € INo such that
a 4 b).

o <> the reflexive-transitive closure of <.

+ .. . + . . . J
¢ — the transitive closure of — (i.e. @ — b iff there exists some i € IN such that a 5 b).

. C’B5* . . . . eqe
The relation «—— is sometimes also called B-equivalence or also convertibility.

Definition 3.3.1. A binary relation — C M X M has the diamond property iff whenever a — b
and a — c there exists d € M such that b — d and ¢ — d.

7\,

Relation — is confluent iff s has the diamond property.
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3.3. Confluence and the Church-Rosser-Theorem

* 3k *
Lemma 3.3.2. If reduction relation — is confluent, then a <= b implies 3c :a— c Ab— ¢

Proof. By induction of the given sequence a &> b. Ifi = 0, then a = b and the claim is obvious.

. -1 . . .. .
Ifi > 0, then there exists a’ such that a < a’ «— b. The induction hypothesis gives us ¢’ with
a’ — ¢ and b — .

We distinguish two cases:
ea—a': Thena — a’ = ¢’ and thus @ — ¢’. Since also b — ¢’, the claim holds for
c=c'.

e @’ — a: Then also a’ — a. Since — is confluent, — has the diamond property and thus
* * * * * *
from a’ — a and a’ — ¢’, we obtain d with a — d and ¢’ — d. Since b — ¢’ — d, the
claim holds for ¢ = d. We illustrate this case:

Lemma 3.3.3. Let — be a binary relation and 5 beits reflexive-transitive closure. If — has
the diamond property, then — has the diamond property.

Proof. The following (stronger claim) also holds: if a 4 b and a L ¢ then there exists d

with b — d and ¢ 2 d. The claim can be shown by induction on the pair (i, j) ordered
lexicographically and using the diamond property of — and the following illustration.
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3. The Lambda Calculus

The inner square diagrams follow from the diamond property of —. Since they are squares, there
is a one-to-one correspondence w.r.t. the numbers of steps. |

We define some notation for different closures of S-reduction:

0 . c.B . cp . (ON C.B
Definition 3.3.4. With s «<— t we denote the symmetric closure of — (i.e. s «— tiff s —> t
C.p
ort — ).
. C.B,* . . CB . C.B.x
With s —— t we denote the reflexive-transitive closure of — With s «——— t we denote the

. .. C’B
reflexive-transitive closure of <.

C,
Remark 3.3.5. Note that —B> does not have the diamond property:

(Ax.x x) ((Ay.y) (1z.2))

T

((Ay1.y1) (Az1.21)) ((Ay.y) (1z.2)) (Ax.x x) (12.2)

The right expression can be reduced to (Az1.z1) (Az.z) However, the left expression
((Ay1.y1) (Az1.z1)) ((Ay.y) (Az.z)) can be reduced to (Azi.z1) ((Ay.y) (1z.2)) or
((Ay1.y1) (Az1.21)) (Az.2) which are different.

. B . .
Thus, for proving confluence of —, we have to find another proof. The idea is to use another
. . . . C.B .
reduction relation, called —1, which can do a bit more than — or nothing, but not more than
C.B.x . . C.B.0v1 C.B.* * C.B.x . . *
—, in particular ——— € —; € —— and —; = —— will hold. Proving that — has

C.B,* . . .
the diamond property, will then imply that L has the diamond property. The idea of relation
—1 is to reduce an arbitrary number of parallel B-redexes in one step.

Definition 3.3.6 (Parallel Reduction —1). The relation —1 C (Expr X Expr) is inductively
defined by:
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3.3. Confluence and the Church-Rosser-Theorem

s —1 S for all expressions s.
ifSl —1 §o and t1 —1 to, then (S1 52) —1 (t1 tQ).

if s1 =1 s and t1 =1 to, then ((Ax.s1) t1) —1 s2[t2/x].

N wobh o~

if s =1 t, then Ax.s —1 Ax.t.
C’B
Lemma 3.3.7. — C —;

C,
Proof. Let C[(Ax.s) t] AR C[s[t/x]]. We show C[(Ax.s) t] —1 C[s[t/x]] by structural
induction on C.

If C is the empty context, then (Ax.s) r —1 s[t/x] by Definition[3.3.6] Item[3] since s —1 s and
t —1 t by Definition [3.3.6] Item[I]

For the induction step, we consider several cases where C is not the empty context, and assume
as induction hypothesis that C’[(Ax.s) t] —1 C’[s[t/x]] where C’ is a proper subcontext of
context C.

* If C = (C’ r), then r —1 r by Definition 3.3.6] Item [T} C"[(Ax.s) t] —1 C’[s[t/x]] by
the induction hypothesis and thus

Cl(Ax.s) 1] = (C'[(Ax.s) t] r) —1 (C'[s[t/x]] r) = C[s[t/x]]

by Definition[3.3.6] Item [2]
* The case C = (r C’) is completely analogous to the previous one.

o If C = Ay.C’, then C’'[(Ax.s) t] —1 C’[s[t/x]] by the induction hypothesis and thus
Cl(Ax.s) t] = Ay.C'[(Ax.s) t] —1 Ay.C'[s[t/x]] = C[s[t/x]]
by Definition[3.3.6] Item {] ]
Example 3.3.8. We consider the expressions from Remark[3.3.5]

(Ax.xx) ((4y.y) (12.2)) =1 ((Ay1.y1) (A21.21)) ((Ay.y) (12.2))

and
(Ax.x x) ((Ay.y) (1z.2)) —1 (Ax.x x) (1z.2),

C,
since both reductions are also —'B>-reductions.
For (Ax.x x) (Az.z) ,we also have (Ax.x x) (1z.2) —1 (1z1.21) (1z.2)

For ((Ay1.y1) (Az1.z1)) ((Ay.y) (1z.2)), we can reduce the parallel B-redexes in on step, which
also results in (1z1.21) (1z.2)

Lemma 3.3.9. Ift —1 u then for all s: s[t/x] —1 s[u/x].

Proof. By structural induction on s.
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3. The Lambda Calculus

If s =xthen s[t/x] =t —1 u = s[u/x].

If s =y # x, then s[t/x] = y = s[u/x] and the claim holds, since r —1 r for all r.

If s = (s1 s2) then by the induction hypothesis, we have s;[t/x] —1 s;[u/x] fori = 1,2.
Then s[t/x] = (s1 s2)[t/x] = (s1[t/x] s2[t/x]) =1 (s1lu/x] s2[u/x]) = (s1 s2)[u/x] =
s[u/x].

If s = Ax.s’, then s[t/x] = Ax.s’ = s[u/x] the claim holds, since r —1 r for all r.

If s = Ay.s’, with y # x, then s[t/x] = Ay.s'[t/x] —1 Ay.s"[u/x] by the induction
hypothesis and since t —1 u. Since s[u/x] = Ay.s"[u/x], the claim holds. O

Lemma 3.3.10. If s —1 r and t —1 u then s[t/x] —1 r[u/x].

Proof. This can be shown by induction on s —1 r. For the base case s = r the claim follows by
Lemma[3.3.9] For the induction step, we consider several cases:

If s = (51 59) =1 (r1 ro) = r with s; —1 r; for i = 1,2, the induction hypothesis shows
si[t/x] —1 ri[u/x] fori = 1,2 and thus (sq[t/x] so[t/x]) =1 (r1[u/x] ro[u/x]). Since

s[t/x] = (s1s2)[t/x] = (s1lt/x] s2[t/x]) =1 (rilu/x]relu/x]) = (rir2)[u/x] = rlu/x],

the claim holds.

If s = (Ay.s1) s —1 ri[re/y] with s7 —1 r; and s —1 ro and y # x, the
induction hypothesis shows si[t/x] —1 ri[u/x] and sa[t/x] —1 ro[u/x]. Then
(Ay.s1[t/x]) s2(t/x] —1 ri[u/x][r2[u/x]/y]. Since

s[t/x] = ((Ay.s1) s2)[1/x] =(Ay.s1[t/x]) s2[1/x]
—1 rilu/x][ra2[u/x]/y] = rilra/yllu/x] = rlu/x],

the claim holds.

If s = (Ax.s1) 59 —1 ri[re/x] with s1 —1 r1 and so —1 ro, then s[7/x] = (Ax.s1) so[t/x]
and r{u/x] = ri[r2[u/x]/x]. The induction hypothesis shows that so[t/x] —1 ro[u/x]
and thus s[¢/x] = (Ax.s1) so[t/x] —1 ri[r2[u/x]/x] = rlu/x].

If s = Ax.s’ —»1 Ax.r’ =rand s’ —1 r’. Then s[t/x] = s and r[u/x] = r and the claim
holds.

If s =Ay.s” =1 Ay.r’ =rand s’ —1 r’ where x # y, then the induction hypothesis shows
s'[t/x] —1 r’[u/x] and thus s[t/x] = Ay.s"[t/x] =1 Ay.r'[u/x] = r[u/x] O

Lemma 3.3.11. Relation —1 has the diamond property.

Proof. We show that whenever s —1 ¢ then for all r with s —1 r there exists r’ with t —1 r’

and r — r’. We use induction on the definition of —7 in s — ¢.

Base case: t = 5, 1i.e. s —1 5. Then choose ' = r and the claim holds.

For the induction step, we consider the other cases of the definition of —:
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3.3. Confluence and the Church-Rosser-Theorem

o If s = (51 59),¢ = (f1 t2), 51 —1 11 and s9 —1 o, then for s —1 r there are the following
cases:

— 5 = (s1 s9) =1 (r1 ro) with s1 —1 r1 and so —71 ro. The induction hypothesis
applied twice (to s1 and s2) gives us rj, 7} with t; — r/, r; — r] fori = 1,2. Let
r’” = (r] r}). Then the definition of —1 shows that# —1 r’ and r —1 r. Thus we are
finished.

- 51 = Ax.s] and 57 —1 r1, S2 —1 r2, and r = s7[r2/x]. Then t; = Ax.t] where
s} —1 t] (other cases are not possible).

Applying the induction hypothesis to s —1 #] and s7 —1 r1 shows that there is 7]
with #{ —1 r] and r1 —1 r]. Applying the induction hypothesis to s — 7 and
s9 — ro show that there is 7, with t; —1 r} and ro — 7.

This shows that t = (11 t2) = ((Ax.t]) t2) —1 r}[r}/x] and also r = s7[r2/x] —1
r1[r}/x] (where we apply Lemma 3.3.10).
o If s = ((Ax.s1) s9) and ¢ = t;[t2/x] where s1 —1 #; and s9 —1 f2. Then for s —1 r there
are again two cases:

- s = ((Ax.s1) s2) —1 ((Ax.r1) ro) with s1 —1 r1; and so —1 ro. Applying the
induction hypothesis to s; —1 #; and s; —1 r1 and also to so —1 3 and 5o —1 1o
shows that there exists r] and r such that: #; —1 7}, r; —1 r; fori = 1, 2. This shows
that 71 [ra/x] —1 r{[ry/x] and ((Ax.r1) ro) —1 r{[r}/x] (using Lemma [3.3.10).
Thus the diamond property holds.

— If s = ((Ax.s1) s2) and r = ri[ro/x] where s; —1 r1 and so —1 ro. Applying the
induction hypothesis to s; —1 #; and 51 —1 r1 and also to s —1 #5 and s9 —1 79
shows that there exists ] and r} such that: #; —1 r}, r; —1 r; fori = 1,2. This
shows that 71 [t2/x] —1 r{[r}/x] and r1[ra2/x] —1 r{[r}/x] (using Lemma 3.3.10).
Thus the diamond property holds.

e If s = Ax.s1,¢t = Ax.t1, and 51 — 11, then for s —; r only r = Ax.r; with s —1 11
can hold. Applying the induction hypothesis to s; —71 #; and s; —7 r; shows that there
exists ri with 11 —1 ri and r; — r]. Definition of — thus shows Ax.t; — /lx.ri and
Ax.ry — Ax.r]. Thus the diamond property holds. m|

C.B,x* *
Lemma 3.3.12. —— =—

C, C,B,x* %
Proof sketch. Since —B> C —7 (Lemma|3.3.7), L C —; also holds.

. . ﬁ’* . . . . .
The inclusion —; C — can be proved by inspecting the different cases of the inductive

.. . * Caﬁ . * C’B’* C>ﬁ’* * C’B’*
definition of —;. Finally, »; € — holds, since—; C [——| and —— = ——. |

CpB_. . .
We are now able to show that oF, is confluent, which follows from the following theorem:
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3. The Lambda Calculus

Theorem 3.3.13 (Church-Rosser-Theorem). For the lambda calculus the following holds: If

C.B.* . C.B.* C.B,x
a «—— b, then there exists ¢, such thata —— ¢ and b —— ¢

(Note that this result is up to a-equivalence.)

Proof. Applying Lemma [3.3.3]for —; (using Lemma [3.3.11)) shows that —; is confluent and

* C.B,*
that —1 has the diamond property. With the equation of Lemma|3.3.12] we have that i) has

C,
the diamond property and thus ——'B—> is confluent. Finally, Lemma(3.3.2|then shows the claim. O

One nice property of confluence is that normal forms are unique, i.e. if we S-reduce a A-expression
into an expression that has no more S-redexes, then we always get the same expression (up to
a-renaming), independently from the order and positions where the reductions were applied.

3.4. Call-by-Name Evaluation

The call-by-name evaluation always reduces the leftmost-outermost S-redex. The idea is to
evaluate an application of an abstraction to an argument without evaluating the argument, but
immediately passing the argument to the body of the abstraction.

Formally, we define call-by-name reduction using reduction contexts:

Definition 3.4.1. Reduction contexts R are built by the following grammar with start symbol
RCtxt (where Expr are generated as defined in Definition[3.1.1)):

RCtxt ::= [-] | (RCtxt Expr)

B . . . .
If ri = r9 and R is a reduction context, then R|[r1] AN R[r2] is a call-by-name reduction
step.

Exercise 3.4.2. Let s = (Aw.w) (Ax.x) ((Ay.((Au.y) v)) (1z.z)). Write down all reduction
contexts R and expressions t such that R[t] = s. Perform a call-by-name reduction step for
expressions s

Remark 3.4.3. When a closed expressions is reduced using call-by-name reduction steps, then in
principle, one can omit the a-renaming, since capturing free variables is impossible for this case.
But: if B-steps are performed, which are not call-by-name reduction steps, then the a-renaming
is needed to avoid unwanted (and wrong) captures of free variables.
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An alternative method for performing call-by-name reduction is the following (intuitive) algo-
rithm using labels on the expressions.

Let s be an expression. Label s with a star, i.e. s*.
Now, perform the following shifting of the label as long as possible:

(51 52)* = (7 52)

The result is of the form (s s2 ... s,), where sy is not an application. There are the following
cases:

e g1 is an abstraction /lx.s’lz If n > 2, then reduce s as follows:

(Ax.s7) S2 ... Sn AN (s7[s2/x] ...50).

If n = 1, then no call-by-name reduction is possible (since the whole expression is an
abstraction).

* s is a variable. Then no call-by-name reduction is applicable, but a free variable has been
detected (for closed expressions, this case does not occur).

As an example, we consider ((Ax.1y.x)((Aw.w)(Az.z))). The labeling algorithm shifts the label
as follows:
((Ax.Ay.x)((Aw.w)(Az.2)))* = ((Ax.Ay.x)*((Aw.w)(1z.2)))

Now a call-by-name reduction is possible, since the subexpression labeled with x is an abstraction
which is applied to an argument, i.e. the call-by-name reduction is:

name

((Ax.Ay.x)((Aw.w)(1z.2))) —— Ay.((Aw.w)(1z.2))

Since, this first step result in an abstraction, no further call-by-name reduction step is applicable
and the call-by-name evaluation stops.

Exercise 3.4.4. Evaluate the following expressions with call-by-name evaluation (i.e. perform
call-by-name reduction steps as long as possible)

o (Af.(Ax.f (xx))) (A f.(Ax.f (x x)))(Aw.Az.w)
* (Af.(Ax.f (x x))) (A.f.(Ax.f (x x)))((1z.2) (Aw.w))

Call-by-name reduction is deterministic, i.e. for expression s, there is at most one expression
name . . . . . . .
such that s —— . There are expressions where no reduction is possible, which is the case if
evaluation detects a free variable in function position (for example (x (1dy.y)), in general, the
expression is of the form R[x] where R is a reduction context), or if the expression is an abstrac-
tion. Abstractions are also called FWHNF's (functional weak head normal forms). If we reach
an FWHNF using L4, reduction, the call-by-name evaluation successfully stops. Expressions

which evaluate to an abstraction are called converging (or alternatively, are terminating).

name,+ . name name,*
Let ———— be the transitive closure of and
name
%.

be the reflexive-transitive closure of

D. Sabel, Programming Language Foundations, Winter 2024/25 21 Last update: January 8, 2025
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Definition 3.4.5. An expression s (call-by-name) converges iff there is a sequence of call-by-
name reduction steps starting with s that ends in an abstraction. In this case, we write s|.
Le.

. . name,*
sl iff Aabstractionv : s ——— v.

If s does not converge, we write s|] and say s diverges.

In the remainder of this section, we will show that call-by-name evaluation is an optimal strategy
with respect to termination. For the proof, we again use the parallel reduction —;, where we use
— 1 also on contexts: contexts are treated like an expression where the hole [-] is treated like a
new constant ¢, and then usual —-reduction on expressions is performed.

Lemma 3.4.6. For —1-reduction on contexts the following holds:
1. If R —1 R’ for a reduction context R, then R’ is also a reduction context.

2. IfC —1 C’, s —1 5, where C is a context, then C[s] —1 C[s’]
Proof. This can be shown by structural induction on R or C, respectively. m|

We define the relation %1 where the idea is, that it is a —7-step that includes a N

. . int . name
reduction. In contrast, the relation —; represents a —1-step that does not contain a ——-
reduction.

Definition 3.4.7. IfR —1 R, s —1 s', t —1 t/, and R is a reduction context,
then R[(Ax.s) t] e, R[5 [t [x]].

int name . 1 .
Let —>1 := —1\ — be the internal —-reduction.

An easy consequence of the definitions is:

Lemma 3.4.8. The following chain of inclusions holds: N ia—rfe—q C —

Before proving the next lemma, we introduce a measure, which counts the number of S-redexes
that are contracted by a single —;-step. Note that we cannot define the measure on the left
expression of the reduction step, we need to consider the full step, since —1 allows to reduce any
subset of all parallel 8-redexes.

Definition 3.4.9. Define the measure ¢ : —1 — Ny inductively as

o(x —1 x) =0, if x is a variable

d(Ax.s =1 Ax.s’) =¢(s > 5)

d(((Ax.s)t) =1 8'[t'/x]) =1+ d(s =1 8") + k- ¢(t —1 t'), where k is the number of
free occurrences of x in s

¢((s1) =1 (s" 1)) =¢(s =1 8) +o(t =1 1)
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3.4. Call-by-Name Evaluation

We observe, that the measure ¢ is defined for every —1-step and that it is well-founded, since it
cannot be smaller than 0.

The following lemma shows that a —; step can be split into a sequence of call-by-name steps
followed by an internal — -step.

int
—1 L

name,*

Lemma 3.4.10. If s —1 t, then s ——— s

4

Proof. Let s —1 t. If the reduction is internal, i.e. s iin t, then the claim holds.
Otherwise, the reduction is a M>1—reduction. Then there exist reduction contexts R and R’
such that s = R[(Ax.r) u],r =17, u =1 u',R =1 R’,and t = R’[r'[u’/x]].
Then 5 ——5 R[r[u/x]] —1 R’[r'[u’/x]] and this process can be iterated (starting with
R[r[u/x]] in the next iteration).
Thus if the iteration stops, the demanded reduction sequence is constructed, and the claim of the
lemma holds.
However, we have to argue that it is terminating: We use the measure ¢ and show that ¢(s —1
1) > ¢(R[r[u/x]] —1 R’[r'[u’/x]]). Since ¢ is well-founded, the iteration must terminate.
We have
(R[(Ax.r) u] -1 R'[r'[u’/x]])

= ¢(R -1 R)+¢((Ax.r) u —q r'[u'/x])

= ¢(R>1R)+1+¢(r =1 7)) +kep(u > 1)
where k is the number of free occurrences of x in r.
For R[r[u/x]] —1 R’[r’'[u’/x]], we have

¢(R[r[u/x]]] =1 R'[r'[u’[x]])
= ¢(R>1 R)+¢(ro17)+kop(u —1u')

where still £ is the number of free occurrences of x in r.

Thus, the measure is strictly decreased, which shows the claim. O

. name .
Lemma 3.4.11. Let s,t,r be expressions such that s —1 t —— r, then there exists u such that

name,+ int
§—>Uu —17r.

A

t

name,+ name

h)
|
|

1

Proof. We apply Lemma|3.4.10|to s — ¢ and thus the sequence s — ¢ 24, 1 can be rewritten

name,* , int 1’ name

ass ——> ' — t —— 7.
. 1’ name "o name _
Since 7 —— r we can assume that t” = R[(Ax.tg) t1] —— R|[to[t1/x]] = r for some

. . . t .. .
expressions #g, #; and reduction context R. Since ¢’ Ll t” is internal, the following must hold
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3. The Lambda Calculus

t = R’[(ﬂx.té) t1] where R” —1 R, t[ —1 to, and t] —1 t1. But then ¢’ = R"[(Ax.t{) t]] name,
R [t[1]/x]] ﬂn R[tg[t1/x]] = r holds, which shows the claim. O
Lemma 3.4.12. If s —; ¢ 2, ¥ where r is an FWHNE, then there exists a sequence

name,x ’ int , .
s —— r’ —1 r where r’ is an FWHNF.

Proof. Fors — t zaned, r, apply Lemma|3.4.11| j-times to shift the —;-reduction over each

name .
——-reduction. O

Call-by-name reduction has the following property:

Theorem 3.4.13 (Call-by-name evaluation is standardising). Let s be an expression. If s can be
transformed into an abstraction using arbitrary S-reduction steps (at any position), then s|.

. . . . C.p .
Proof. The given sequence is also a sequence of —-reductions, since — C —j. Thus it
suffices to show that if s i>1 v where v is an FWHNF, then s|. We use induction on n. If

-1
n = 0, then the claim holds. For the induction step, let s —1 s’ ﬁ——>1 v where v is an FWHNEF.

apply Lemma|3.4.12]to s —1 5 ——— v/ which shows that 5 ——— v

an FWHNEF. Hence we have s].
The induction step can be depicted as follows, where the dashed reductions follow from the
induction hypothesis and the dotted reductions follow from Lemma [3.4.12]

124

By the induction h% pothesis we get that 5’|, i.e. s’ LA, v where v is an FWHNF. Now

int .
—>1 v/ where v’ is

’ n—1

S S v
H 1 | 1
name,*% | name,*
v int v
v” ........... > v’

1

The theorem shows, that call-by-name evaluation is an optimal strategy w.r.t. termination.

3.5. Call-by-Value Evaluation

An import other evaluation strategy which is used in strict functional programming languages
is call-by-value evaluation (sometimes called strict evaluation). The main difference compared
to call-by-name evaluation, is that S-reduction is permitted only if the argument applied to the
abstraction is already a value (and thus also an abstraction or a variable). So we define:

Definition 3.5.1. The (direct) (Byaiue)-reduction is defined as

Bva u . . .
(Bvaiue) (Ax.s) v Zvalue, s[v/x], where v is a variable or an abstraction
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3.5. Call-by-Value Evaluation

. . C’ﬁvalue
The contextual closure of By qiue-reduction is ———— defined as

C,Bvalue ﬁvalue
_—

C[s] C[t] iff C is a context and s — t.

Clearly, Pratue B,

To proceed e.g. with the evaluation of the expression (Ax.x) s where s = ((1y.(y y)) (1z.2)),
call-by-value evaluation is not allowed to reduce (Ax.x) s, since s is not a value. The strategy
of call-by-value evaluation can thus be described by “evaluate parameters before calling the
function” (in contrast, for call-by-name evaluation we call the function without evaluating the
parameters).

To defined this strategy we again use contexts:

Definition 3.5.2. Call-by-value reduction contexts E are built by the following grammar with
start symbol ECtxt (where Expr are generated as defined in Definition|3.1.1

ECtxt ::= [] | (ECtxt Expr) | ((1V.Expr) ECtxt)

ﬁvalue . .
If ri —— ro and E is a call-by-value reduction context, then

value

E[r1] — E[ro]

is a call-by-value reduction.

As alternative definition of call-by-value reduction, we can again use a labeling algorithm. If s
is an expression, then begin with s* and apply the following label-shifting rules exhaustively:

(51 52)* = (57 s2)
v*s) = (vs*) if v is an abstraction and s is not an abstraction or a variable

If in the result a variable is labeled with *, then no reduction is applicable, since a free variable
was found in reduction position (i.e. the expression s is of the form E[x]). If s is labeled with
*, then s is a variable or an abstraction, and no reduction is possible (since also for call-by-value
reduction, abstractions are the successful values, as we will see below). Otherwise, an abstraction
is labeled with * and the direct superterm is an application where the argument is an abstraction
or a variable (i.e. s = E[((Ax.s”) v)] and labeling stopped with E[((Ax.s”")* v)]). Call-by-value
evaluation reduces this application.

Let us consider the expression ((Ax.A1y.x)((Aw.w)(Az.z))). Searching the redex using the
labeling algorithm performs the following shiftings:

((Ax.Ay.x) ((Aw.w) (1z.2))*
=((Ax.Ay.x)* ((Aw.w) (1z.2)))
=((Ax.Ay.x) ((Aw.w) (1z.2))*)
=((Ax.Ay.x) (Aw.w)* (1z.2)))
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The first call-by-vale reduction is thus:

value

((Ax.Ay.x)((Aw.w)(Az2.2))) — (Ax.Ay.x)(Az.2)

Now the argument of the topmost application is a value and thus the whole expression is the
redex of the subsequent call-by-value S-reduction, resulting in

(Ax.2y.x)(1z.2) value, Ay.Az.2

Now an abstraction is obtained and call-by-value evaluation successfully stops.

Using induction on the term structure, it is easy to verify that call-by-value reduction is deter-
ministic and hence unique. Values are FWHNFs (i.e. abstractions). Convergence is then defined
as follows:

Definition 3.5.3. An expression s converges for call-by-value evaluation iff there is sequence of
call-by-value reduction, that transforms s into an abstraction. In this case we write s| Le.,
value,*

Slvatue Uf abstraction v : s ———— v. If s does not call-by-value converge, we write s, aiue
and say s diverges for call-by-value evaluation.

value*

From Theorem [3.4.13|immediately follows: s|,,;,. = s|. The reverse implication does not
hold, since there exist expressions that diverge for call-by-value evaluation, but converge using
call-by-name evaluation:

Example 3.5.4. Consider the expression Q := (Ax.x x) (Ax.x x). It is easy to verify that

name value . .
Q —— Qand also Q —— Q. Hence we have Qf and QN 4j,0- Now consider the expression

t:=((Ax.(1y.y)) Q). Thent 2o, Ay.y, i.e. t]. But call-by-value evaluation will first evaluate

value value

the argument & which does not terminate (i.e. t —— t —— ). Thus tf, u1ye-

The order of evaluation is predictable for call-by-value evaluation. For instance, when applying
function f to closed expressions s1, s2, 53, then first s1, 52, 53 are evaluated sequentially and then
the application of f to the values is evaluated. For call-by-name evaluation the exact order,
when 51, 52 and s3 are evaluated (if at all!) depends on the definition of f. Since the order is
predictable for call-by-value evaluation, side-effects like printing on a screen etc. is often done
directly in strict functional languages, while in non-strict languages like Haskell more effort is
necessary to control (and this execute) side-effects. Some prominent examples of strict functional
programming languages are ML (with dialects SML, OCaml), Scheme and Microsofts F#.

3.6. Call-by-Need Evaluation

Call-by-need evaluation can be seen as an optimization of call-by-name evaluation. To keep things
simple, we introduce a variant of the call-by-need evaluation, which uses a new syntactic construct
(i.e. let-expressions). However, even with this construct, evaluation is quite complicated.
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3.6. Call-by-Need Evaluation

Definition 3.6.1. The syntax of expressions with let is given by the following grammar with
start non-terminal Expr:

Expr ::=V | AV.Expr | (Expr Expr) | 1let V = Expr in Expr

The scope of x in let x = s in t is ¢, i.e. our let-expressions are not recursive. For the distinct
variable convention, we thus assume that x ¢ F'V (s).

Call-by-need reduction contexts R,..4 are generated by the following grammar with start symbol
R,ccq. Ituses two further context classes, built by the non-terminals A and LR. The non-terminal
Expr represents expressions built according to Definition [3.6.1

Rucea = LR[A]|LR[let x = A in Ryecalx]]
A = []] (A Expr)
LR := [:]|letV =ExprinLR

The A-contexts are like call-by-name reduction contexts (the path to the context whole always
chooses the left argument of an application). The LR-contexts have their hole in the in-part of
the let—expressionﬂ Reduction contexts first exhaustively walk through the in-expressions of
(perhaps nested) 1let-expressions. If needed, 1et-bindings are visited, if the value of a binding
x =t is needed.

Example 3.6.2. As an example consider the expression s := let x = ((Az.z) (Au.u)) inlet y =
Aw.w in (x w).: Then there are the following pairs of a reductions contexts R and expressions
t, such that R[s] = t:

e R=[]andt=s

* R=1letx=((1z.2) (Au.u)) in [-]andt =let y = A w.w in (x w)
* R=1letx=((1z.2) (Au.u)) inlet y=Aw.win [-]andt = (x w)
* R=1letx=((1z.2) (Au.u)) inlety=Aw.win ([-]w) andt =x
* R=letx=[]inlety=Aw.win (x w)andt = ((1z.2) (Au.u))
* R=1letx=([-] (Au.u)) inlety=Aw.win (xw)andt =1z.7

Instead of (B)-reduction, the following reduction rules are used. Each of these steps is a call-by-

. . need
need reduction step, denoted with ——.

need

(Ibeta) Rpeeal(Ax.5)t] — Ryeeq[let x =1t in s]

d
(cp) LR[let x = Ay.s in Ryeeq[x]] RSN LR[let x = Ay.s in Ryeeq[Ay.s]]
(llet)  LR[letx = (lety=sint) in Ryeea[x]]

need

—— LR[let y=sin (let x =7 in Ryeea[x])]

d
(lapp) Rpeeal(letx=sint) r] 1 Ruceallet x =s in (¢ 1)]

IThe name LR stands for “let right”
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Here R, ceq 1S an R, 0ecq-context and LR is an LR-context.

We explain the rules: instead of a substituting (8)-reduction, the (/beta)-reduction is used,
which delays substitution: it shares the argument by a new binding. The (cp)-reduction then
copies such a binding, if it is needed by the evaluation, but first the right hand side must be
evaluated to a value (i.e. an abstraction). This avoids “work duplication”. Rules (/let) und
(lapp) are used to reorder 1let-nestings.

Remark 3.6.3. The main difference between call-by-name and call-by-need evaluation is the
following idea: For R[(Ax.s) t], call-by-name evaluation substitutes all free occurrences of x in
s by t. If an occurrence of x is required for the result of evaluating s, then t is evaluated for every
such occurrence. This duplicates work, for instance in (Ax.((x x) x)) t where t evaluates to the
identity Az.z, the work for evaluating t is performed three times after substituting x with t.

Call-by-need evaluation tries to avoid this kind of work duplication. Instead it delays the
evaluation of t and if t is evaluated (since it is required) its result is shared such that evaluation
is not repeated. Sharing is implemented by let-bindings.

A labeling algorithm to search the next redex of call-by-need evaluation is the following. For
expression s, start with s*. The algorithm uses further labels: ° and ©, and the notation x V ¢
means that the label can be * or °. The rules of the label shifting are as defined below, They
are applied exhaustively, where in case that rule (2) and rule (3) are applicable always rule (2) is
applied.

(1 (letx=sint)* = (letx = s in t*)

(2) (letx=Ci[y°] in C2[x®]) = (let x = C1[y°] in Ca[x])
3) (letx =5 in C[x*V°]) = (let x = 5° in C[x®])

(G (s )*V° = (s°1)

We explain the rules: rule (1) visits the in-expression of 1let-expressions. The label x is flipped
to o after the shifting visits a function position of an application or 1let-bindings. This prevents
from visiting other let-expressions using rule (1). Rule (3) introduces the label ® to label
the copy target of a potential (c¢p)-reduction. Rule (2) moves the copy target, if a Let-binding
x = C1[y] is found: in this case, copying will first replace y in C;[y] instead of replacing x.

After the labeling is finished, the reduction rules are applied as follows (if possible): we only
mention the redex with labels (outer contexts may be present):

(Ibeta) ((Ax.s)°t) > letx=tins

(ep) let x = (1y.s)° in C[x®] — let x = Ay.s in C[Ay.s]

(llet) letx=(lety=sin7)° in C[x®] —> let y = s in (let x = ¢ in C[x])]
(lapp) ((letx=sint)°r) > letx=sin(tr)

Example 3.6.4. The call-by-need evaluation of expression 1et x = (Au.u) (Aw.w) in ((1y.y) x)
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is as follows:

(let x = (Au.u) (Aw.w) in ((Ay.y) x))*
=(let x = (Au.u) (Aw.w) in ((Ay.y) x)*)
=(let x = (Au.u) (Aw.w) in ((Ay.y)° x))

need,lbeta

(let x = (Au.u) (Aw.w) in (let y = x in y))*
=(let x = (Au.u) (Aw.w) in (let y = x in y)*)
=(let x = (Au.u) (Aw.w) in (let y = x in y*))
=(let x = (Au.u) (Aw.w) in (let y = x° in y®))
=(let x = (Au.u) (Aw.w) in (let y =x° iny))
=(let x = ((Au.u) (Aw.w))° in (let y =x® in y))
=(let x = ((Au.u)® (Aw.w)) in (let y =x® in y))

need,lbeta

(let x = (letu = Aw.w inu) in (let y =x in y))*
=(let x = (letu = Aw.w inu) in (let y =x in y)*)
=(letx = (letu = Aw.w inu) in (let y = x in y*))
=(let x = (letu = Aw.w inu) in (let y = x° in y®))
=(let x = (letu = Aw.w inu) in (let y = x° in y))
=(let x = (letu = Aw.w inu)° in (let y = x° in y))

d,li
e (let u=Aw.w in (let x = u in (let y = x in y)))*

=(letu=Aw.win (letx =u in (let y =x in y))*)
=(letu=Aw.win (letx =u in (let y =x in y)*))
=(letu = Aw.w in (let x =u in (let y = x in y*)))
=(let u = Aw.w in (let x = u in (let y = x° in y®)))
=(letu = Aw.w in (let x =u in (let y =x° in y)))
=(let u = Aw.w in (let x =u° in (let y = x® in y)))
=(letu =Aw.win (let x = u° in (let y = x iny)))
=(let u = (Aw.w)° in (let x = u® in (let y = x in y)))

d,
e, (let u = (Aw.w) in (let x = (Aw.w) in (let y = x in y)))*

=(let u = (Aw.w) in (let x = (Aw.w) in (let y = x in y))*)
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = x in y)*))
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = x in y*)))
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = x° in y©)))
=(letu = (Aw.w) in (let x = (Aw.w) in (let y = x° iny)))
=(let u = (Aw.w) in (let x = (Aw.w)° in (let y = x® in y)))
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need,cp

(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w) in y)))*
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w) in y))*)
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w) in y)*))
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w) in y*)))
=(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w)° in y®)))

need,cp

(let u = (Aw.w) in (let x = (Aw.w) in (let y = (Aw.w) in (Aw.w))))

FWHNFs of call-by-need evaluation are expressions of the form LR[Ax.s], i.e. abstractions that
are enclosed by a 1let-environment.

Definition 3.6.5. An expression s converges for call-by-need evaluation (written as s|,,,.4) iff it
is call-by-need evaluated to an FWHNF, i.e.

d,*
Slyoeq & TFFWHNFv:s 25y

It is possible to show that convergence for call-by-need evaluation coincides with convergence
for call-by-name evaluation (we omit the proof):

Proposition 3.6.6. Let s be (let-free) expression, then s| <= $|,ceq-

3.7. Semantic Equality: Contextual Equivalence

We defined different operational semantics of the lambda calculus, and also defined (or implicitly
used) three kinds of equality: Purely syntactic equality of expressions, equality up to a-renaming

(i.e. a-equivalence), and S-convertibility, i.e. & Of course, g equates more expressions
than =,, which again equates more expressions that syntactic equivalence. However, all of them
are quite restricted and thus in this section we introduce a notion of semantic equivalence which
is based on the operational semantics. Such a notion of equality can for instance be used to check
whether the optimizations and transformations performed by a compiler are correct (i.e. if they
preserve equality).

Leibniz’ law of the identity of indiscernibles states that if objects 01 and oy have the same
property for all properties, then o is identical to 0. In every context, we can exchange 01 by 02
but no difference is observable. For program calculi like the lambda calculus the principle can be
applied as follows: two expressions s and ¢ are equal iff their behaviour cannot be distinguished
independently in which context they are used. More formally, s and ¢ are equal iff for all contexts
C: the observable behaviours of C[s] and C[z] are the same. For deterministic languages,
it is usually sufficient to observe the termination of programs (which we already defined as

convergence, see Definitions [3.4.5] [3.5.3] and [3.6.3)).

We define the contextual equivalence following this pattern, where we first define a contextual
approximation and then the equivalence as symmetrization of the approximation.
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Definition 3.7.1 (Contextual Approximation and Equivalence). For the call-by-name lambda
calculus, we define the contextual approximation <. and contextual equivalence ~. as:

e s < tIfVC : C[s]] = CJ[t]l
o s~ctiffs<ctundt < s

For the call-by-value lambda calculus, we define the contextual approximation <. ,uiue and
contextual equivalence ~. ,qiye as:

* 5 Zcvalue L HFVYC : If C[s], C[t] are closed and C[s]|

* S ~c,value t iﬁs <c,value tandt <c.value S

then also C[t]]

value> value

For the call-by-need lambda calculus, we could give a similar definition, but we omit it.

In call-by-value calculi it is a difference iff all contexts C or only the closing contexts are used,
while in call-by-name and call-by-need there is no difference.

A justification to use the closing ones is that they are the programs which are executed. Another
one is that in call-by-value variables stand for values, while in call-by-name variables stand for
any expression. For instance, the equation x ~¢ y4iue Ay.(x y) holds (we omit the proof), but it
would not hold if also non-closing contexts are used (consider the empty context: xT, ,,¢, but
Ay.(x ¥)|vaiue)- Theequationx ~. Ay.(x y) does not hold, since the empty context distinguishes
both expressions, but also the closing context C := (Ax.[-]) Q distinguishes the expression under
call-by-name evaluation C|[x] M, e M o M L but C [Ay.(x ¥)] 2o, Ay.(Qy)
which is an FWHNEF. In general, the transformation s — Ax.(s x) is called eta-expansion, or in
the other direction Ax.(s x) — s is called eta-reduction.

Contextual equivalence can be seen as the coarsest equivalence that distinguishes obviously
different expressions. An important property of contextual equivalence is the following:

Proposition 3.7.2. The contextual equivalences ~. and ~. yq1ue are congruences, i.e. they are
equivalence relations and compatible with contexts, i.e. s ~t = C[s] ~ C|[t].

The contextual approximations <. and <. yq14e are precongruences, i.e. they are preorders and
compatible with contexts, i.e. s <t = C[s] < C[t].

Proof. We first consider the call-by-name calculus and <.. Since C[s]] = C[s]|, reflexivity
of <. holds. For transitivity, let » <. s and s <. t and C be a context such that C[r]]. Then
C[s]l by r <. s and from s <. r we also have C[¢]|. For compatibility, let s <. ¢ and C be a
context. Let C’ be an arbitrary context such that C’[C[s]]]. Then C’[C[t]]], since C'[C[-]] is
also a context.

The reasoning to show that ~. is a congruence follows by symmetry.

For the call-by-value lambda calculus, reflexivity of <. y41ye 1s straight-forward. For transitivity,
let r <¢vaiue s and s <c yaiue t, and C be a context such that C[r] and C|[¢] are closed. If
C|s] is also closed, the reasoning is straight-forward. Otherwise, assume that F'V (C[s]) =
{x1,...,x,}, let vi,...,v, be arbitrary closed values and D = (Axy1,...,x,.[-]) vi ... Va.
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value,* value,x

Since C[r] and CJ¢] are closed, D[C[r]] ——— CJr] and D[C[t]] — C]J¢t]. Thus,
D[C[r]lvaiwe &= Clrllvame and also D[C[t]]l,uiwe == Cltllvatue-

Since C[r]l,ame and r <¢vaiue §, we have D[C[s]]|. From s <. ,qme t, We have
D[Cl]1lyatue» and thus also C[t]], arye-

For compatibility, let s <. yqme t and C be a context. Let C’ be an arbitrary context such that
C’[C[s]] and C’[C][t]] are closed and C’[C[s]]]. Then C’[C[t]]], since C’'[C[-]] is also a
contextand C’[C[s]] and C’[C[z]] are closed. Again, ~. yaiue 1S @ congruence by symmetry. O

The congruence property allows to correctly transform subexpressions of larger expressions with-
out considering the whole program: if the local transformation preserves contextual equivalence,
the global programs are also contextually equivalent.

Contextual equivalence is a common notion for program equivalence used for several program
calculi. A hurdle in using contextual equivalence is the universal quantification over all contexts.
Disproving equivalences is easier, since a single contexts acting as a counter example is sufficient.

However, deciding whether two expressions are not contextually equivalent is undecidable (for
instance, the question whether s +. € is equivalent to the question if the program s terminates,
and thus (since the lambda calculus is Turing complete) the halting problem is encodable, which
is undecidable.)

Proposition 3.7.3. In the call-by-name lambda calculus (B) is a correct program transformation,

. .. B
ie.ifs >t thens ~. t.

Proof. Lets i t and C be a context. If C[¢]], i.e. C[f] AT, v where v is an FWHNEF, then

C.p name,*

the sequence C[s] Clz] v can be used in Theorem |3.4.13] which shows C[s]].
This can be depicted as follows where straight lines are the given reductions and transformations,
and the dotted ones follow from Theorem|[3.4.13|and v, v/ are FWHNFs.

C,
Clsl —L—c
name,*é name,*
Y
v’ v

n s . C,
Now let C[s]], i.e. C[s] 2SR, v for some 1 € Ny and an FWHNF v. This shows v <—'8
C, . . C.B.x
C[s] —'B> C|[t], and thus Theorem |3.3.13|shows that there exists an expression r, s.t. v i)

c’ﬁ’* . . . c’ﬁ
r «——— CJ[t]. Since v is an FWHNF, r must be an FWHNF too, since ——-steps cannot

transform an abstraction into an expression that is not an abstraction. Thus, Theorem[3.4.13|can

C.B,* .
be applied to C|¢] Lb, r which shows that C[¢]].

This can be depicted as follows where straight lines are the given reductions and transformations,
the dashed ones follow from Theorem and the dotted ones follow from Theorem
and v, r, v’ are FWHNFs.
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cls) —L—cl1

/
name,x /

/
name,*

/
v N / C’,B,*
NGBy
N / E
N
\ ¥ £
r v

3.8. The Context Lemma

To restrict the number of contexts that need to be considered for proving that two expressions are
contextually equal, one can try to prove a context lemma: the idea is to show that considering a
subset of the contexts is sufficient.

We only consider the call-by-name lambda calculus, for the call-by-value lambda calculus, similar
results can be obtained. For proving the context lemma, we require so-called multi-contexts:
these are expressions with several (or no) holes at expression position. We assume that the holes
are numbered and write M[-1, ..., ;] for a multi-context with n holes and M[s1, ..., s,] for the
expression where hole -; of M is replaced by expression s; (fori =1,...,n).

Lemma 3.8.1 (Context Lemma). Let s and t be closed expressions. If for all reductions contexts
R, the implication R[s]] = R[t]] holds, then also s <. t holds.

Proof. We prove the more general claim using multi-contexts:

If for all closed expressions s;, ¢; and fori = 1,. .., n: for all reduction contexts R the
implication R[s;]] = R|[t;]] holds, then for all multi-contexts M the implication
Mlsi,...,s,]l = M]|t,...,t,]] holds.

name,m

Assume that the preconditions hold, and that M[s1,...,s,]], i.e. M[s1,...,8,] ——— v
where v is an FWHNF. We use induction on the following pair, ordered lexicographically:

1. The number m of call-by-name reductions from M sy, ..., s,] to an FWHNF.
2. The number 7 of holes of M.

As a base case, consider the case that n = 0 then M is an expression and the claim holds (since
M | independently of any expressions s;, ;). This base case includes the case (m,n) = (0, 0).

For the induction step, assume that n > 0:
We make a case distinction:

* Ahole of M is areduction context,i.e. M[s1,...,8i-1,i» Si+1»- - - » Sn]. Then there exists a
hole j, suchthat M[rq,...,7j_1,j,7j41,. .., 7] isareduction context for any expressions
ry...,rp.

Let M’ = M['l, B ST P S PO n] Since M’[Sl, B A T S PO ,Sn] =
M][s1,...,5,], both expressions have the same call-by-name reduction. Since the
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number of holes of M’ is n — 1, we can apply the induction hypothesis, i.e.
M’ [tl, s tio1, T, tn]l Since Cy = M[Sl, N 25 TR T3 5 PN Sn] and C; =
Mlty,...,tj-1,%j,tjs1, ..., t,] are bothreduction contextsand M’ [#1, ..., 1 1,151, 1,] =
C:[s;], Ci[s;]l and the precondition shows that C;[t;]]. Since C;[t;] = M[t1,...,t,
this shows the claim.

* n > 0 and no hole is a reduction context. If m = 0, then M[s1,...,s,] is an FWHNF and
M]lty,...,s,] must be an FWHNF too (in fact any M|[ry,...,r,] is an FWHNF for any
expressions ri, . . ., ).

name , name,m-1

v and

Otherwise, consider the reduction sequence M [s1,...,S,]
inspect what can happen with the subexpressions si,...,s, in M: Since no hole of
M is in a reduction context, they can only change their position and maybe duplicated or
removed (if they are part of an argument that is substituted by the (8)-reduction). Since the
expressions s1, . . ., §, are closed no other expression can be copied inside any s;. Hence,

there exists a multicontext M’ with k holes, such that s = M'[sf1),...,S¢(m)] Where
f:A1,...,m} — {1,...,n}. Moreover, M[ry,. .r.w,l;,;] o, M'[rgc1y,....7fm)] for
any expressions r1, ..., r, and thus M[tq,...,t,] —— M'[t¢),....1:(m)] =1'. Since

,m—1 .. . ;
s 2T and the precondition holds for all pairs s ¢(;), ;) fori =1,...,m, we can

apply the induction hypothesis to s” and " showing #’| and thus also ¢]. O
To prove equivalences for open expressions, the following proposition is helpful:

Proposition 3.8.2. Let s and t be expressions with free variables x1, . ..,x, Then s <. t iff for
all closed expressions t1, ..., t,: s[t1/X1,. .. th/xXn] <c tE1 /X1, ., tn/Xn]

. C.B.x
Proof. If s <. t, then C[s] <. C[t] for C = Axi,...,x,.[-]. Since C[s] ——
sltr/x1, ... ta/xn], Clt] — t[ti/x1,....tn/x,] and (B) is correct (Proposition [3.7.3),
slti/x1, . ota/xn] <c tlt1/x1, ... ta/xn].

For the other direction, we use induction on the number n of free variables of s and ¢. It is

also clear, that it suffices to show that Axq,...,x,.s <. Ax1,...,X,.t, since then the context
C:=[]x1 ... x,showss <. t.

If n = 0, then the claim holds.

If n > 0, we use the context lemma, and show R[Ax1,...,x,.5]] = R[Ax1,...,x,.t]]: forall
reduction contexts R. Let R be a reduction context, and R[Ax1, .. .,x,.s]|. If R is the empty con-
text, then both expressions are FWHNFs and the claim holds. If R = R’[[] r] for some reduction
context R’, then R[Ax1,...,x,.5] narme, R'[Axo,...,x,.8[r/x1]] and R[Ax1, ..., x,.t] name,
R'[Axa,...,xu.t[r/x1]] Then from the given condition we have s[r/x1][ta/x2, ..., ta/xn] <c¢
t[r/x1][t2/x2,...,tn/xs] for all expressions fs,...,,. Since s[r/x1] and #[r/x1] have only
n— 1 free variables, the induction hypothesis shows Axo, ..., x,.5[r/x1] <¢ Axo, ..., x,.t[r/x1].
Since <. is a precongruence, this shows R[Axa, ..., x,.5[r/x1]] < R[Axo,...,x,.t[r/x1]].
Applying correctness of (8) shows R[Axy,...,x,.t]] O
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For the call-by-value lambda calculus, (Byaiue) € ~¢.vaiue holds (we do not provide the proof),
but (8) € ~c.vaiue: For example, ((Ax.(2y.y)) )My aime and 1y.Y1,a1ue- thus the expressions
are different (where the empty context is a counter-example).

The contextual equivalences w.r.t. call-by-name and call-by-value evaluation are not related,
ie. ~c € ~cvatue and ~c yae € ~c. The first part follows from correctness of (3), the
second part can be shown for instance by verifying that ((Ax.(1y.y)) Q) ~c.yame £ but
((Ax.(1y.y)) Q) *. Q.

For the contextual approximation there are least and greatest elements in both lambda calculi:

Proposition 3.8.3. All closed diverging expressions are least elements w.r.t. <. and < yalye-
For instance Q <. s and also Q <. yaiue S for all expressions s.

With K = AdxAdyx, Y = Af.(Ax.(f (x x)) Ax.(f (x x)), and Z :=
Af (Ax.(f Az.(x x) 2)) (Ax.(f Az.(x x) 2)) (see Example[3.1.3) the expression Y K is a greatest
element of <. and Z K is a greatest element of <. vaiye, i.€¢. 8§ <. Y K and s <. Z K for all
expressions s.

Proof sketch. We omit the proofs for the call-by-value lambda calculus and only consider the
call-by-name part of the proposition. Let L be a closed diverging expression and s be an
arbitrary closed expression. Let R be an arbitrary reduction context, then R[] cannot con-
verge, i.e. R[L]f]. The context lemma now immediately shows L <, s. Since L is closed,
Proposition [3.8.2]shows L <. s for any (perhaps also open) expression s

. C.B C.B
For analyzing (Y K), let ry, = (Ax.K (x x)). ThenY K — r, ry — K (r, ry) and thus
C,.B,* C,B,* C,B,* C.B

Y K)sy ... spn —> K (ryry)s1 ... sp — (ryry) s ... 5 — (ryry)

C.B
K (ryry) — Ax.(ry ry)
Using Theorem [3.4.13] this shows that for every reduction context R: R[(Y K)]]. Since (Y K)
is a closed expression, the context lemma shows that s <. (¥ K) for every closed expression s.
Since (Y K) is closed, Proposition shows s <. (Y K) for any (perhaps also open) expression
S. m}

Remark 3.8.4. We explain the call-by-value evaluation of (Z K): Withr, = (Ax.(K 1z.(x x) z)),

. 1 1 )
one can verify that Z K BN r; ry K Az.((r; ry) 2) BN Ay.Az.(r; ;) 2
value,* value,*
and thus for values vi,...,vy: (Z K) vi ... vy —> (ry r;) vi ... v, ——
value value value,*
Ay Az (ryry) ) vi oo vy —— (Az2.(ryry) 2) va... vy —— (ryrz) vo v3... v, ——>

lue,x
(ryry) e Ay.Az.(ryry) z

3.9. Turing Completeness of the Lambda-Calculus

Instead of providing a formal proof of the Turing completeness of the lambda calculus, we only
argue that it is Turing complete. A formal proof can be found in (Hankin, 2004)), where it is shown
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that u-recursive functions can be expressed in the lambda calculus. For instance, in (Schoning,

2008)

a proof can be found that u-recursive functions are expressive as Turing machines (i.e. are

Turing complete).

A direct proof to show Turing completeness is by simulating a Turing machine in the lambda cal-

culus.

In Appendix [A]we provide a simulation of Turing machines in the functional programming

language Haskell. This shows that Haskell is Turing complete. We compare the used constructs
in Haskell and the lambda calculus to see what is missing and how this could be resolved in a
proof of Turing completeness of the lambda calculus.

Named function definitions: A Haskell-function

Data:

fx1...xp=e
can be represented by the lambda abstraction
AX1,..., X .€

as long as e does not call f (or other functions that again call f), i.e. f must not be recursive
for this approach. For recursive functions the fixpoint combinator can be used to represent
recursion. For simplicity, let us assume, that e only calls f, but no other functions. Then
f can be encoded by

Y (Af.Ax1,...,x,.€).

We inspect the behaviour: Let F' = (Af.Ax1,...,x,.e) and ry = (Ax.F (x x)). Then

C, C, C,
YF L ry = (0 F (0 2)) ry =55 F (ry 1y) <2 F (Y F),

ie. YF ~. F (Y F). This shows Y F ~. F' (Y F) where F' is the i-fold application of
F,andalsoY F ~. F (Y F) ~c Ax1,...,xy.e[(Y F)/ f]. For mutual recursive functions,
the encoding is a bit more complicated, but still possible.

Besides some syntactic sugar (like the record syntax), the Haskell-program uses data, data
types and constructors and selectors to construct and deconstruct data. It is quite obvious,
that it should be sufficient to represent booleans, tuples, lists of arbitrary length and natural
numbers to encode the program (together with selectors to e.g. select the first component
of a pair). However, the lambda calculus has none of these constructs. But, they can be
encoded as lambda expressions (there are different encodings). The following encoding
sketches the so-called Church-encoding of numbers, booleans, pairs and lists:

The idea is that number i is represented by the i-fold function composition, i.e. for any
unary function f, f represents 1, f o f represents 2, f o f o f represents 3 and so on, 0 is
represented by the identity.

Each number is a lambda expression that takes 2 parameters. The encodingis 0 := Af.Ax.x
and fori > 0: i := Af.Ax.f' x

The addition for instance takes two such functions and combines them to a new one, using
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the identity f™ o f™ = f™+".
plus = Am.AnAf Ax.m f (n f x).
The successor of a number can be computed in the same way where m is 1:
succ = AnAf.Ax.f (n f x).

The predecessor is complicated, we do not explain the encoding, but provide it (it behaves
as follows pred 0 = 0 and pred i =i — 1 for i > 0). The encoding is

pred = An.Af.Ax.n (Ag.Ah.h (g f)) (Az.x) (Au.u).

Booleans are defined as true = Ax.dy.x and false = Ax.1y.y. Note that b s t for
b € {true, false} behaves like if b then s else 1.

Pairs can be encoded as
pair = Ax.A1y.Az.2x y.

The first two arguments are the arguments of the pair, the third one is for the selector.
Selector function can be defined as

first = Ap.pK
second = Ap.p Ko

With these definitions first (pair s t) ~. s and second (pair st) ~. t.

Non-empty lists can be encoded by pairs p where the first component of p is the head
element of the list, and the second component of p is the remaining list (i.e. the tail of the
list). However, the empty list cannot be encoded in this way. This can be corrected by
using pairs pair flag p where flag is true or false and pair true s means the empty list
(independent of s) and pair false s is a non-empty list. Then we can use the encodings:

nil = pair true true
Ah.At.pair false (pair ht)

cons
Then we may define a test for emptiness and selector functions:

1sNil first
head = Al.first (second I)
tail Al.second (second 1)

This shows that data can be encoded using pure lambda expressions. Disadvantages are that
one cannot distinguish between data and functions (and in case of the provided encoding
also not between different data types, since e.g. the encoding of 0 and the encoding of
false is the same.)
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Types: Haskell only permits well-typed programs, while the lambda calculus has no types. But
this is not a restriction for showing Turing completeness, since the typed encoding (in form
of a Haskell program) can also be used as an untyped one (doing it in the other way, would
be problem).

However, even we now know that the lambda calculus is Turing complete and thus it could be used
to reason about functional programs as a core language, it is very difficult to express everything
with abstractions and applications and without types. Moreover, since different Haskell-programs
would be mapped to the same lambda expression (e.g. 0 and False), equivalences proved in the
lambda calculus would not necessarily hold for Haskell-programs.

One more difference is, that Haskell has a seg-operator which mimics strict (i.e. call-by-value)
evaluation, which is not expressible in the pure lambda calculus with call-by-name evaluation.

For all these reasons we will consider extended core languages which fit better as a core language
for Haskell and other functional programming languages.

3.10. Conclusion and References

We introduced the lambda calculus, different evaluation strategies and the concept of contextual
semantics. A lot of resources on the lambda calculus exist, we mention some of them. A
standard reference (often not easy to understand) is (Barendregt, 1984). A good introduction can
be found in (Hankin, 2004). Call-by-need lambda calculi with 1let were introduced in (Ariola
et al., 1995; |Ariola & Felleisen, 1997) and (Maraist et al., 1998]). Non-deterministic extensions
are in (Kutzner & Schmidt-Schauf3, 1998 Kutzner, 2000; Mann, 2005b; [Mann, 2005a)). The
call-by-need reduction in this chapter is mainly taken from (Mann, 2005a). We did non consider
call-by-need lambda calculi with recursive let, they are treated for instance in (Schmidt-Schauf3
et al., 2008}; [Schmidt-Schauf3 et al., 2010). The notion of contextual equivalence dates back to
(Morris, 1968). In the context of the lambda calculus it was for instance investigated in (Plotkin,
1975)). A lot of references and discussions on the context lemma can be found in (Schmidt-Schauf3
& Sabel, 2010).
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In this chapter we modularly extend the call-by-name lambda calculus with constructs that
better match the core language of non-strict functional programming languages such as Haskell.
We always compare our core language with Haskell and see what is missing. First we add
data constructors and case expressions, then we add recursive function definitions, and before
considering polymorphic typing, we add Haskell’s seg-operator. In this way, we introduce
several core languages. These core languages are mainly from (Schmidt-Schaulf3, 2009)).

4.1. The Core Language KFPT

4.1.1. Syntax of KFPT

As a first extension we add data to the lambda calculus. We do this by adding data constructors
¢; that, if applied to arguments, represent data (for example, ¢; might be a pair that is applied
to two arguments, and thus pair s t is a pair.) To have a common mechanism and notion
for selecting parts of the data (e.g. the first argument of a pair), we use case-expressions. To
overload the notation, we introduce a very weak form of typing: We assume that the set of all
data constructors is partitioned into subsets, where each subset represents a type and the set has
aname: for example, such sets are Bool, List, Pair, .... All sets are finite, so each type T has
a finite number of data constructors, each written as ¢; for some number i. Each constructor c¢;
has a fixed arity ar(c) € INy. For some types, we use some better names for the constructor to
match the Haskell wording and notation: The type Bool has constructors True and False both
of arity 0. The type Pair has a single constructor Pair of arity 2, sometimes we write (s, ?)
instead of Pair s ¢. The type List has constructors Nil (of arity 0) and Cons of arity 2. The
constructor Nil represents the empty list, and for example, a list consisting of boolean values
true, false, true is written as Cons True (Cons False (Cons True Nil)). We also use Haskell
notation for lists and write : instead of Cons (and written infix instead of prefix) and [] instead of
Nil, e.g. we write True:False:True: []ﬂ As syntactic sugar we also write [True,False,True]
for the same list.

We assume that data constructors only occur fully saturated, i.e. if ar(c;) = n, then ¢; only occurs
with n arguments.

IThe list constructor : is right-associative, i.e. a1 : ag : a3 : [| means a; : (a2 : (a3 : [])).
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Definition 4.1.1. The syntax of the core language KFPT is generated by the following grammar
(and side-conditions) with start non-terminal Expr, where V, V; are variables.

Expr := V|AV.Expr | (Expr; Expr,)
| (ci Expr1 s Exprar(ci))
|  (caser Expr of {Pat; — Expry;...;Pat, — Expr,})
Here Pat; is a pattern for constructor c;,
Pat; — Expr; is called a case-alternative.
For every constructor of type T, there
is exactly one case-alternative.

Pat; == (c; Vi...Var(c,)) where the variables V; are pairwise distinct.

Note that the case is labeled with the type as a subscript and the side conditions ensure that for
each constructor of the corresponding type, there is exactly one case-alternative in the set of
alternatives.

Except for the weak typing by labeling the case and partitioning the data constructors, there
is no typing for KFPT. So KFPT is weakly typed, extends the lambda calculus by constructor
applications (c; S1 ... Sar(c;)) and case-expressions.

Compared to Haskell, the case-expressions of KFPT are more restrictive, since for all construc-
tors there must be an alternative (in Haskell a missing alternative can lead to a runtime error),
patterns are flat (nested patterns like (x : (y : ys)) are not allowed in KFPT), and there are no
default alternatives like in Haskell (they match if no other alternative matches).

However, a complex Haskell case-expression can be transformed into multiple case-expressions
that match the syntax of KFPT: Nested patterns are translated into nested case-expressions and
missing alternatives are added, where the right-hand side is a closed non-terminating expression
such as Q.

As an abbreviation we sometimes write (caser s of Alts) where Alts is a placeholder for
(syntactically correct) case-alternatives.

Example 4.1.2. Projections fst and snd, which compute the first or the second component of a
pair, can be implemented in KFPT as abstractions:

fst = Ax.casepair x of {(Pair a b) — a}
snd = Ax.casep,ir x of {(Pair a b) — b}

A function that computes the first element of a list can be expressed in KFPT as:
Axs.caserjgt x5 of {Nil — L;(Cons y ys) — y}
Similarly, the following function computes the tail of a list:

Axs.caserjgy X5 of {Nil — L;(Cons y ys) — ys}
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Testing whether a list is empty or not, can be programmed as follows:
Axs.caserjgt x5 of {Nil — True; (Cons y ys) — False}

In Haskell there are if-then-else-expressions of the form if e then s else t. In KFPT they

can be simulated by:
casepyo1 € of {True — s;False — ¢}

Compared to the lambda calculus, KFPT has one new construct that binds variables: in a
case-alternative (¢; X1 ... Xar(¢;)) — S, the variables x1,...,Xar(¢;) are bound with scope s.
Formally, the sets of free variables F'V (s) and bound variables BV (s) for an expression s are
defined as:

FV(x) =X
FV(Ax.s) =FVi(s)\ {x}
FV(st) =FV(s)UFV (1)
FV(cst ... Sar(c)) =FV(s1)U...UFV(Sar(c;))
FV (casert of =FV() U (UFEV () \ {xi15- - Xiar(en) )
{(c1x11 -+ Xiar(er) = 51 =
(Cn Xn,1 --- xn,ar(cn)) - sn})
BV (x) =0
BV (Ax.s) =BV (s)U{x}
BV (st) =BV (s) UBV(t)
BV(csy ... sar(c)) =BV (s1) U...UBV(Sar(Ci))
BV(casert of =BV() U (_U (BV(si) U{xi 1,5 Xiar(e) )
{(c1x1,1 .. XLar(er)) = S1; =t
(cn Xn,l - xn,ar(cn)) - Sn})

As in the lambda calculus, an expression s is closed, if F'V (s) = 0, and otherwise it is open.
Renaming of bound variables is called a-renaming, which allows variables to be consistently
renamed at binders and in their scope. We omit the formal definition. As in the lambda calculus
we use the distinct variable convention (see Definition [3.2.1) and a-renaming can be used to
follow the convention.

Example 4.1.3. For the KFPT-expression

s := ((Ax.caserjgy X of {Nil — x;Cons x xs — Au.(x Ax.(x u))}) x)

D. Sabel, Programming Language Foundations, Winter 2024/25 41 Last update: January 8, 2025



4. Core Languages of Non-Strict Functional Programming

we have

FV(s)
=(FV (Ax.caserist x of {Nil — x;Cons x xs — Au.(x Ax.(x u)))) U FV(x)
=(FV (Ax.caserjst x of {Nil — x;Cons x xs — Au.(x Ax.(x u)))) U {x}
=(FV (caserist x of {Nil — x;Cons x xs — Adu.(x Ax.(x u))) \ {x}) U {x}
=((FV(x) U (FV(x)\0) U (FV (du.(x Ax.(x u))) \ {x,x5})) \ {x}) U {x}
=(({x} U ({x}\ 0) U (FV (Au.(x Ax.(x u)) \ {x,xs})) \ {x}) U {x}
=(({x} U (FV (Au.(x Ax.(x u))) \ {x,xs})) \ {x}) U {x}
=(({x} U ((FV (x Ax.(x u)) \ {u}) \ {x,xs})) \ {x}) U {x}
=(({x} U ((FV(x) U FV (Ax.(x u) \{u}) \ {x,xs}) \ {x}) U {x}
=(({x} U (({x} U FV(Ax.(x w)) \ {u}) \ {x,xs})) \ {x}) U {x}
=(({x} U (({x} U (FV (x w) \ {x}) \ {u}) \ {x,xs1) \ {x}) U {x}
=(({x} U ({x} U (FV(x) U FV () \ {x}) \ {u}) \ {x,xs}) \ {x}) U {x}
=(({x} U (U (e Uud) \ {xh) \H{ub) \ {x,xs1) \ {x}) U {x}
=(({x} U (U (e ud \{xb) \{ud) \ {x,x53)) \ {x}) U {x}
=(({x} U (U {ud \ {u}) \ {x,xs1) \ {x}) U {x}
=(({x} U ({5} \ {x,xs}) \ {x}) U {x}
=(({x} U 0) \ {x}) U {x}
={x}.

and BV (s) = {x,xs,u} (we omit the computation), i.e. variable x occurs both bound and free
and thus s violates the distinct variable convention. After a-renaming of all bound variables, we
derive

5" := ((Axy.caserist X1 of {Nil — xq;Cons x9 x5 — Au.(xo Ax3.(x3 u))}) x)

Now, the expression s’ fulfills the distinct variable convention and F'V (s') = {x} and BV (s") =
{x1,x2,x5,x3,u}.

4.1.2. Operational Semantics of KFPT

We define call-by-name evaluation for KFPT, where s[¢/x] is the expression s where all free
occurrences of x are replaced by ¢, and s[#1/x1, ..., tn/Xy] is the parallel substitution of x; by ¢;
(fori=1,..., n) in expression s.
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Definition 4.1.4. The reduction rules (B) and (case) in KFPT are defined as:

B (s)t D se/x)

(case) caser (¢ 51 ... Sar(e)) OF {...; (cX1... Xar(e)) = 1 ...}
case
-_— t[sl/xl’ cees sar(c)/xar(c)]

The (B)-rule is the same as in the lambda calculus. The (case)-rule evaluates a case-expression:
if the first argument is a constructor application of the correct type, then the right-hand side of
the matching alternative is used, with the given arguments replacing the formal parameters of
the pattern.

Example 4.1.5. The expression
(Ax.casepair x of {(Pair a b — a})) (Pair True False)
can be transformed into True by (B) and (case) reductions:

(Ax.casepair x of {(Pair a b) — a}) (Pair True False)

LA casep,ir (Pair True False) of {(Pair a b) — a}
case

True

If r1 — ro using (B)- or (case)-reductions, then ry directly reduces to ro. Contexts are KFPT-
expressions that have a hole [-] at expression position, i.e. they are defined by the following
grammar:

Ctxt::=[] | 2V.Ctxt | (Ctxt Expr) | (Expr Ctxt)
| (ci Expry ...Expr;_; Ctxt Expr;,; Expr,.(,))
| (caser Ctxt of {Pat; — Expry;...;Pat, — Expr,})
| (caser Expr of {Pat; — Expry;...;Pat; — Ctxt;..., Pat, — Expr,})

As before, C[s] is the expression derived by replacing the hole of C with the expression s. If a
(B)- or a (case)-reduction is applied in a context C, i.e. C[s] — C|[t] where s directly reduces
to ¢, then the subexpression s in C[s] (with its position at the hole of C) is called the redex
(reducible expression) of the reduction step C[s] — C[z].

To define the call-by-name evaluation, we define reduction contexts:

Definition 4.1.6. Reduction contexts R in KFPT are built by the following grammar with start
symbol RCtxt:

RCtxt ::= [] | (RCtxt Expr) | (caser RCtxt of Alts)

Call-by-name-reduction in KFPT is defined as follows:;
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Definition 4.1.7. If s reduces directly to t and R is a reduction context, then R|s] 2R [¢] is

a call-by-name reduction in KFPT.

name,f3 name,case
r

To denote the reduction rule used, we also write , respectively. We also

. name,+ L name,* . . name
write — for the transitive and ——— for the reflexive-transitive closure of —.

Example 4.1.8. The reduction (Ax.x) ((1y.y) (1z.2)) zame, (Ay.y) (Az.2) is a call-by-name re-
duction. The reduction (Ax.x) ((1y.y) (1z.z)) — (Ax.x) (Az.z) is not a call-by-name reduction,
because the context (Ax.x) [-] is not a reduction context.

The call-by-name evaluation is a sequence of call-by-name reduction steps. It ends successfully
if a WHNF (weak head normal form) is reached. Let us define some kinds of normal forms

Definition 4.1.9. A KFPT-expression s is a
* normal form (NF), if s does not contain any (8)- or (case)-redex.

* head normal form (HNF), if s is a constructor application or an abstraction Ax1, . ..x,.s
where s’ is either a variable, a constructor application or of the form (x s”’) is (where x is
a variable).

* functional weak head normal form (FWHNF) if s is an abstraction.

* constructor weak head normal form (CWHNF) if s is a constructor application
(C S1 .« sar(c))-

* weak head normal form (WHNF), if s is an FWHNF or a CWHNF.

Note that every normal form is also head normal form, but a head normal form is not always a
normal form, since in the arguments (of constructors or applications (x s)) a head normal form
may contain redexes. Every HNF is also a WHNF (but not vice versa). We are mainly interested
in WHNFs.

Definition 4.1.10 (Convergence). A KFPT-expression s converges (or terminates, written as s|)
iff it can be evaluated using call-by-name evaluation to a WHNF, i.e.

name,*

s| & AWHNFt:s ——t
If s does not converge, then we say s diverges and write s{].

We also say that s has a WHNF (FWHNF, CWHNEF, resp.) if s can be evaluated to a WHNF
(FWHNF, CWHNEF, resp.) using a finite number of call-by-name reductions.

4.1.3. Dynamic Typing

Call-by-name evaluation may stop (get stuck, i.e. no more 2™, reduction is applicable) without
reaching a WHNF. As in the lambda calculus this can happen if a free variable occurs at reduction
position, i.e. the expression is of the form R[x] where R is a reduction contexts and x is a variable.
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However, unlike the lambda calculus, evaluation may get stuck, because a type error has been
detected (because abstractions are detected at a position where data is required, or because the
data given is of a different type than the required type). Since type errors are detected during
evaluation, this is called a dynamic type error.

Definition 4.1.11 (Dynamic Typing Rules for KFPT). Let s be a KFPT-expression. We say that
s is directly dynamically untyped, if s is of one of the following forms (where R is a reduction
context):

* R[caser (¢ s1 ... s,) of Alts] and c is not of type T.
* R[caser Ax.t of Alts].
* Rl(cs1 ... sar(c)) 1]

A KFPT-expression s is dynamically untyped if it can be evaluated to a directly dynamically
untyped expression using call-by-name evaluation, i.e.

s is dynamically untyped
—

3t s =N f A tis directly dynamically untyped
Note that dynamically untyped expressions diverge. The following proposition is true:

Proposition 4.1.12. A closed KFPT-expression s is irreducible (w.r.t. call-by-name evaluation)
iff one of the following conditions is true:

* s is WHNF or
* s is directly dynamically untyped.

The proposition considers only closed expressions. Note also that not all divergent closed
expressions are dynamically untyped, since Q := (Ax.x) (Ax.x) diverges: Q 2, o M
Q...

In Haskell dynamically untyped expressions are discovered at compile time, because Haskell has
a strong and static type system. A drawback is that there are KFPT-expressions that are not
dynamically untyped, but are not typeable in Haskell (an example is the expression €, or the
expression casepyo1 True of {True — True;False — Nil}). We will discuss this again when
we consider polymorphic typing of expressions.

4.1.4. Searching the Call-by-Name-Redex

As for the lambda calculus, we provide an alfernative way to find the call-by-name redex by
using a labeling algorithm. In compilers and interpreters of functional languages, expressions
are represented as term graphs and they use a similar method, which is called graph-unwinding.
For KFPT-expression s, the labeling algorithm starts with s*. The the following label shifting
rules are applied exhaustively.
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e (s)* = (s*1)
e (caser s of Alts)* = (caser s* of Alts)

After executing the labeling algorithm, the following cases can occur:
* The label is at an abstraction. Then there are three subcases:

— sis the labeled abstraction. Then an FWHNF is found and no call-by-name reduction
is applicable.

— The direct superterm of the abstraction is an application, i.e. s is of the form
C[(Ax.s")* t]. Then the call-by-name reduction is C[(Ax.s’) t] m Cls’[t/x]].

— The direct superterm of the abstraction is a case-expression, i.e. s is of the form
Clcaser (Ax.s")* of Alts]. Then s is directly dynamically untyped and no call-by-
name reduction is applicable to s.

* The label is at an constructor application. Then there are the following subcases:

— s is the labeled constructor application. Then a CWHNF is found and thus no
call-by-name reduction is applicable

— The direct superterm of the constructor application is a case-expression, i.e. s is of
the form C|[caser (¢ s1 ... s,) of Alts]. There are two cases:

% ¢ belongs to type T. Then there is a matching case-alternative for ¢. Then
reduce:

Clcaser (¢ s1 ... sp)of {...;(cx1 ... xp) > t;...}]

name,case Clt[s1/x1, ..., Sn/xn]]

% ¢ does not belong to type T. Then no call-by-name reduction is applicable to s
and s is directly dynamically untyped.

— The direct superterm is an application, i.e. s is of the form C[(c¢ s1 ... s,)* #]. Then
no call-by-name reduction is applicable to s and s is directly dynamically untyped.

* The label is at a variable. Then s is of the form C[x*]. Then no call-by-name reduction is
applicable to s, since a free variable was discovered (at reduction position). In this case s
is not a WHNF, but also not directly dynamically untyped.

Example 4.1.13. The call-by-name evaluation of the expression

caser;gt y Of {
(((Ax.Ay.(| Ni1l — NiT; True)) (Au,v.v)) (Cons (Aw.w) Nil))
(Cons zzs) — (x2)}
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is as follows (where all labeling steps of the labeling algorithm are written explicitly);

caserist y of {
(((Ax.Ay.(| Ni1l — Nil; True)) (Au,v.v)) (Cons (Aw.w) Nil))*
(Conszzs) — (x2)}

caserjgst y of {
=(((Ax.dy.(] Nil — Nil; True)) (Au,v.v))* (Cons (Aw.w) Nil))
(Conszzs) = (xz)}

caserist ¥ of {
=(((Ax.Ay.(| Nil — Nil; True))* (Au,v.v)) (Cons (Aw.w) Nil))
(Cons zzs) — (x2)}

5 caserist ¥ of {

name,

—((Ay.(| Ni1l — Nil; True)) (Cons (Aw.w) Nil))*
(Cons zzs) — ((Au,v.v) 2)}

caserigg y of {
=((Ay.(| Nil — Nil; True))* (Cons (Aw.w) Nil))
(Cons zzs) — ((Au,v.v)z)}

caserist (Cons (Aw.w) Nil) of {
name,f3 . . *
— (| Nil — Nil; True)

(Cons zzs) — ((Au,v.v)z)}

caserist (Cons (Aw.w) Nil) of { *
=(| Nil — Nil; True)
(Cons zzs) = ((Au,v.v) 2)}

caserist (Cons (Aw.w)Nil)* of {
=(| Ni1 — Nil; True)
(Cons zzs) — ((Au,v.v)2)}

name,case

(((Au,v.v) (Aw.w)) True)*
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=(((Au,v.v) (Aw.w))* True)
=(((Au,v.v)* (Aw.w)) True)

M>((/lv.v) True)*

=((Av.v)* True)

name,f3
—>True

We explain the representation of KFPT-expressions as (syntax) trees: Every node of the tree
represents a syntactic construct of the expression (starting with the root).

* variables are represented by nodes labeled with the variable.

* abstractions are represented by a node labeled with “A” that has two children: the left child
is the term representing the variable that is bound by the node and the right child is the
term representing the body of the abstraction.

A

x

where [ s | is the tree of s.
* applications are represented by a node labeled with “@” that has two children: one for the

expression in function position and one for the argument. Le., (s ¢) is represented by

@

S\

where [ s |and | ¢ | are the trees for s and ¢.

* constructor applications have a node labeled with the constructor name c that has ar(c)
children, one for each argument of the constructor application. le., (¢ s1... s,) is
represented by

c

where are the trees for s;.

* case-expressions are represented by a node labeled with caser and having n + 1
children, if n is the number of alternatives. The first child is for the first argu-
ment of the case-expression and the other children represent the alternatives. l.e.,
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caser s of {Alty;...; Alt,} is represented by

caser

where is the tree for s and is the tree of the i-th alternative.

* a case-alternative “pattern” — “expression” is represented by a node labeled with — that
has two children: one for the pattern and one for the expression on the right-hand side.
Le., Pat — t is represented by

Pat

where is the tree of Pat and |t |is the tree for 7.
Example 4.1.14. The tree for expression

Ax.dy.caserisy (Cons x Nil) of {
(Cons z zs) — False; True | (Cons True Nil)
Nil — True}

@/@\c
/1/ \True Trug/ oniNil
x/ \/l
N

caserist
— -
VAR N VAN
X Nil Cons False Nil True

Z/ \ZS

Searching for the call-by-name redex can be summarized in the tree representation as follows:
Walk along the left-most path until a node is found, that

is:
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* is labeled with a variable x, or

* is labeled with a constructor ¢, or

* is labeled with A.
The direct superterm (or supertree) is the call-by-name redex, if a call-by-name reduction is
applicable.
For the example tree, the search walks along the left-most path until it finds the first 4. The

call-by-name-redex is the direct superterm, i.e. the application (Ax....) True. We show the
complete evaluation of the example:

Ax.Ay.caserigst (Cons x Nil) of {
(Cons z zs) — False; True | (Cons True Nil)
Nil — True}

Ay.caserist (Cons True Nil) of {
name,f3

— (Cons z zs) — False; (Cons True Nil)
Nil — True}
name,f3
—_— caserist (Cons True Nil) of {(Cons z zs) — False;Nil — True}

name,case
False

4.1.5. Properties of the Call-by-Name Reduction

For the call-by-name reduction the following can be proved by checking the possible cases:
* The call-by-name reduction is deterministic, i.e. for every KFPT-expression s, there is at
most one expression ¢ with s N
* A WHNF is irreducible w.r.t. call-by-name evaluation.
As in the lambda calculus, call-by-name evaluation is standardising (the proof is similar to the

proof in the lambda calculus, but would require to adapt the notion of parallel reduction to the
new syntax and including (case)-reduction, we omit it).

Theorem 4.1.15. Let s be a KFPT-expression. If s 5 twith (B)- and (case)-reductions (applied
in arbitrary contexts), where t is a WHNF, then there exists a WHNF ' t’, such that s Jamer, t" and
5t (modulo a-equivalence). le., the following diagram illustrates the claim where straight
lines are given reductions and dashed lines are existentially quantified reductions:

N
/ \
* \ name,*
AN
N\
P <————-= t
WHNF WHNF
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A consequence of the theorem is, that (8)- and (case)-steps (applied at arbitrary positions) do
not change the convergence of the expressions (in fact, they are correct program transformations
w.r.t. the obvious definition of contextual equivalence for KFPT).

4.2. The Core Language KFPTS

We now extend KFPT to KFPTS. The “S” means supercombinators, which are names (or
constants) that denote (recursive) functions.

4.2.1. Syntax
We assume that there is a set of supercombinator names SC.

Definition 4.2.1. Expressions of the language KFPTS are built by the following grammar where
the side conditions on case-expressions must hold as in KFPT:

Expr := V|AV.Expr | (Expr; Expr,)
| (Ci Exprl s Exprar(ci))
|  (caser Expr of {Pat; — Expr;;...;Pat, — Expr,})
|  SC where SC € SC

Pat; := (c; Vi...Var(c;)) where variables V; are pairwise distinct.

For every supercombinator, there must exist exactly one supercombinator definition:

Definition 4.2.2. A supercombinator definition is an equation
SCVy ...V, =Expr

where V; are pairwise distinct variables and Expr is a KFPTS-expression such that F'V (Expr) C
{Vi,...,Vu}, i.e. only Vq,...,V, can occur free in Expr. We write ar(SC) = n to denote the
arity of the supercombinator SC.

We assume that names of supercombinators, of variables, and of constructors do not overlap (all
sets are disjoint).

Definition 4.2.3. A KFPTS-program consists of
* a set of types and data constructors,
* a set of supercombinator definitions,
* and a KFPTS-expression s (we could also define it as a special supercombinator named
main with definition main = s.).
As a side condition it is required that the supercombinators that occur in the right-hand sides of
the definitions and in s are all defined.

D. Sabel, Programming Language Foundations, Winter 2024/25 5 1 Last update: January 8, 2025



4. Core Languages of Non-Strict Functional Programming

4.2.2. Call-by-Name Evaluation of KFPTS-Expressions

The KFPT-Call-by-Name evaluation has to be extended, to evaluate supercombinator applica-
tions. Reduction contexts in KFPTS are defined analogously to KFPT as:

RCtxt ::= [] | (RCtxt Expr) | caser RCtxt of Alrs

The reduction rules are extended by one rule:

Definition 4.2.4. The reduction rules (B), (case) and (SC-B) are defined in KFPTS as:

B (s)t D s[t/x)

(case) caser (¢ S1 ... Sar(c)) O {...; (cX1... Xar(e)) = 15 ...}
case
— t[s1/x1,..., sar(c)/xar(c)]

sc-B
(SC-B) (SCs1 ... sn) — els1/x1,...,5n/%nl,
if SC x1 ... x, = e is the definition of SC

The call-by-name reduction in KFPTS applies one of the three rules:

Definition 4.2.5. If ri — ro with a (B)-, (case)- or (SC-B)-reduction, then for any reduction
context R, R[r1] zame, R[r2] is a (KFPTS)-call-by-name reduction.

The definition of WHNFs has to be slightly adapted, since we allow occurrences of supercombi-
nators that are not fully saturated, i.e. expressions of the form SC s; ... s;,, where ar(SC) > m.
They behave like abstractions Ax,.41, ..., Xar(sC)-SC S1 ... Sm Xms1 - .. Xar(sc) and thus they
belong to the FWHNFs in KFPTS. The definition of CWHNFs is the same as in KFPT.
For the dynamic typing rules, the following case is added

* R[caser SC sy ... s, of Alts] is directly dynamically untyped if ar(SC) > m.
The labeling algorithm for searching the redex, uses the same shifting rules as in KFPT, but after
labeling, there are new cases:

* The labeled subexpression is a supercombinator, i.e. the labeled expression is of the form

C[SC™]. Then there are three subcases:

- C = C'[[-] s1 ... sn] and ar(SC) = n. Then apply the (SC-B)-reduction:
name,SC-8B

C'[SC sy ... sp] ——— C’lels1/x1,...,8sn/xn]] Gf SC x1 ... x, = e is
the definition of SC).

- C=1[[-]581 ... $m] und ar(SC) > m. Then the expression is an FWHNF.

— C =C(C'[caser [-] s1 ... s;u of Alts] and ar(SC) > m. Then the expression is

directly dynamically untyped.

Example 4.2.6. Assume that the supercombinators map and not are defined as:

map f xs = caserigt X5 of {Nil — Nil; (Cons y ys) — Cons (f y) (map f ys)}
not x = casepeo1 X of {True — False;False — True}
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Call-by-name evaluation of expression map not (Cons True (Cons False Nil)) is:

map not (Cons True (Cons False Nil))

name,SC-8 .
————— caserist (Cons True (Cons False Nil)) of {

Nil — Nil;
(Cons y ys) — Cons (not y) (map not ys)}

name,case

Cons (not True) (map not (Cons False Nil))

The obtained expression is a WHNF. To evaluate the full list, one has to wrap the expression into
a context that forces the evaluation.

4.3. Extension by seq

Haskell has the binary operator seq which has the following semantics:

b ifal

(Seq“b):{L if aff

Operationally, for the evaluation of an expression (seq a b), first a is evaluated to a WHNF v,
and after obtaining seq v b the reduction is (seq v b) — b. Using seq, one can define the
operator $! as

f$!'x=seqx (fx)

which makes a function strict in its argument: Let f x = ¢ be a supercombinator definition,
then f $! sonly returns f[s/x] if s|, otherwise (f s){. Operationally, this can be implemented

Sc-
by evaluating first s and thereafter performing an ———'B—>—Step when the argument is a value (i.e. it
mimics call-by-value instead of call-by-name evaluation for f).

Note that the implementation of $! using seq makes more sense, if sharing (or call-by-need) is
used in the evaluation, since it the expression replaced for x should be evaluated once and not
twice. Semantically, it makes no difference, but for efficiency it makes sense.

The operators seq and $! are helpful, to enforce strict evaluation which is sometimes advanta-
geous to optimize the space-behavior during evaluation. Let us consider a function to compute
the factorial of a natural number (we assume an implementation of numbers and operations on
it). A naive implementation is

facx =ifx =0 then 1 else x * (fac (x — 1))

The call-by-name evaluation of fac n will generate an expression of the formnx (n—1) *...=1,
and thereafter computing all the multiplications. Thus, representing this intermediate expression
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will require space that is linear in n. A first approach is to use an end-recursive variant:

fac x = facER x 1
facERx y=1ifx =0 then y else facER (x — 1) (x * y)

However, the space problem is not solved, since the second argument of facER still requires
linear space in n. Using sharing and seq, the following definition in Haskell only requires
constant space:

fac x = fackR x 1
where fackR 0O y
fackR x y

y
let x’ = x-1
y' = x*y
in seq x’ (seq y’ (fackER x’ y’))

The languages KFPT and KFPTS do not have seq and it cannot be encoded in them. Thus,
we introduce KFPT+seq and KFPTS+seq as the calculi that extend KFPT or KFPTS with the
operator seq. We leave the definition of the extended syntax and reduction contexts as an
exercise. The new required reduction rule is

seqvt —t, if visa WHNF

4.4. Polymorphic Types

All considered languages are untyped or very weakly typed. Haskell uses a strong static and
polymorphic type system. With KFPTSP (KFPTSP+seq, resp.) we denote the core language
KFPTS (KFPTS+seq, resp.) where the set of expressions and programs are restricted to expres-
sions and programs that are well-typed. We will investigate the polymorphic typing in the next
chapter, but we already introduce the syntax for types:

Definition 4.4.1. The syntax of polymorphic types is given by the following grammar:
T:=TV|TCTy ... T, |T1 > Ty
where TV is a non-terminal generating a type variable and TC is a type constructor of arity n.

Type constructors are names like Bool, List, Pair, etc. Type constructors may require types
as arguments, for instance, the type constructor List requires an argument type, which fixes the
type of the elements of the list, e.g. List Bool is the type of a list of booleans. We sometimes use
Haskell-notation and write [Bool] instead of List Bool. The number of required arguments
is the arity of the type constructor, sometimes written as ar(7C).

Type type 71 — T is a function type, for a function that receives an argument of type 77 and
returns a result of type 75. For instance, the test whether a number is even has type Int —
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Bool. The — in types is right-associative, i.e. Ty — To — T3 means 7} — (T» — T3) and not
(Th — T») — T3 (which is different type).

Type-constructors of arity 0, are called base types. Types that do not contain type variables are
called monomorphic types, and types that may contain type variables are called polymorphic
types. If a type variable occurs in a type, then this type represents a set of monomorphic types,
since the variable may be substituted by any type. For example, the identity function has type
a — a where a is a type variable. It represents all types where a is replaced a type (such a
replacement is called a type substitution). For example, the substitution o = {a + List Bool}
applied to a — a results in 0 (a — a) = List Bool — List Bool

In Haskell, one writes e :: T if expression e is of type T. We also use this notation.

Some examples are:

True i Bool

False : Bool

not :: Bool — Bool

map : (a—> b) - [a] — [b]

(Axx) = (a—a)
We will discuss type checking and type inference in detail in the next chapter, but introduce some
simplified typing rules now, to get a first impression. The notation of the rules is
premises

. b
conclusion

i.e. to derive the conclusion, the premises have to be satisfied. The simplified rules are:

* For the application:
suTh > Tyt :Ty

(st) :: Ty

* Instantiation:
s T if T" = o(T) for type substitution o,
s - T’ that replaces type variables with types.

* For case-expressions:

s:Ty, VYi:Pat; :Ti, Vi:t;::1Ts

(caser s of {Paty — t1;...; Pat, > t,}) :: To

Example 4.4.2. The boolean connectives and and or can be defined in KFPTS as:

and := Ax, y.casep,o1 X of {True — y;False — False}
or := Ax.y.casepeo1 X of {True — True;False — y}
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The expression and True False can be typed by applying the rule for the application twice:

and :: Bool — Bool — Bool, True :: Bool

,False :: Bool
(and True) :: Bool — Bool

(and True False) :: Bool

Example 4.4.3. The expression
casepgo1 True of {True — (Cons True Nil);False — Nil}

can be typed as follows:

Cons :: a — [a] — [a]

,True :: Bool

Cons :: Bool — [Bool] — [Bool] Nil : [a]
True :: Bool, (Cons True) :: [Bool] — [Bool] "Nil [Bool]  Nil: [a]
False :: Bool’ (Cons True Nil) :: [Bool] "Nil :: [Bool]

casepyo1 True of {True — (Cons True Nil);False — Nil} :: [Bool]

Example 4.4.4. The operator seq is of type a — b — b, since it ignores the first argument in
the result.

Example 4.4.5. If types of map and not are already given, then (map not) can be typed as
follows:
map :: (a — b) — [a] — [b]

,hot :: Bool — Bool
map :: (Bool — Bool) — [Bool] — [Bool]

(map not) :: [Bool] — [Bool]

Note that it is not deterministic when and how to apply the instantiation rule, here we did it
by guessing the right position and the substitution. Later we will provide an algorithm which
removes this guessing.

We did not provide a typing rule for abstractions and the rule for case is not precise, since it
ignores the correspondence between the types of the variables in patterns and right-hand sides
of alternatives. Additionally, we are not able to type recursive supercombinators, since there is
no rule. All this will be done in the next chapter.

4.5. Conclusion and References

We summarize the introduced core languages (which extend the call-by-name lambda calculus)
in a table:
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Core Language | Description

KFPT Extension of the call-by-name lambda calculus with weakly typed
case and data constructors seq is not encodable.

KFPTS Extension of KFPT by recursive supercombinators

KFPTSP Restriction of KFPTS to well-typed expressions using a polymorphic
type system

KFPT+seq Extension of KFPT with the seqg-operator

KFPTS+seq Extension of KFPTS with the seqg-operator

KFPTSP+seq Restriction of KFPTS+seq to well-typed expressions using a polymor-
phic type system

The core languages can be found in (Schmidt-Schauf3, 2009)), similar core languages can for
instance be found in (Peyton Jones, 1987).

We view the language KFPTSP+seq as a core language of Haskell.
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In this chapter we will introduce two algorithms for polymorphic type inference for recursive
functional programs, i.e. we will consider the core language KFPTSP+seq. Before introducing
the algorithms, we motivate why a type system should be used, in particular, we discuss the
advantages over dynamic typing. We then explain the task of unification for types which
is necessary for the type inference algorithms. We then introduce typing of KFPTS+seq-
expressions and at the end we consider the typing of (recursive) supercombinators, where we
consider iferative typing and Hindley-Damas-Milner typing. While iterative typing computes
most general polymorphic types, the decision problem of whether a program is iteratively
typeable is undecidable. In contrast, Hindley-Damas-Milner-typing is decidable, but it computes
less general types.

5.1. Motivation

Since KFPTS+seq-programs are not typed, dynamic type errors can occur at runtime. Such type
errors are programming errors, i.e. a programmer does not assume that a program has type errors.
A strong and static type system prevents from such type errors and thus helps the programmer to
detect errors at compile time when type checking is performed.

Types can also be used to document the program. Often the type of a function gives a good
idea of what the function does or does not do. Therefore, a good type system should meet the
following requirements:

» Type checking should be performed at compile time.

* Typed programs do not lead to type errors at runtime.

Other desirable properties for a strong static type system are

* The type system should not be such restrictive that well-typed programs are difficult to
write, i.e. useful programs should not be rejected because of the type system.

* Ideally, the type system should not require the programmer to write down all the types,

i.e. instead of just checking the types, the type system should ideally be able to compute

the type itself (this is called type inference). If type inference is supported, the system
should compute general types (ideally the most general types).

There are type systems that do not satisfy all the desired properties. For example, the simply

typed lambda calculus is very restrictive: typing is decidable at compile time, but the set of typed

programs is no longer Turing complete, since all simply typed programs terminate (this can be

proved!). In extensions of Haskell’s type system, type inference is no longer possible, i.e. there

D. Sabel, Programming Language Foundations, Winter 2024/25 Last update: January 8, 2025



5.2. Types: Definitions, Notation and Unification

are cases where types must be provided by the programmer. There are also extensions where
type checking is undecidable, which can lead to the problem that the compiler may not terminate
during type check.

A first approach to a general type system for KFPTSP+seq would be to set:

A KFPTSP+seq-program is well-typed, if it cannot lead to a dynamic type error
during runtime.

This restricts the set of well-typed programs, to those that are not directly dynamically untyped.
Unfortunately this notion is not usable, since the question whether an arbitrary KFPTS-program
is dynamically untyped is undecidable. We sketch the proof. Let tmEncode be a KFPTS+seq-
supercombinator that behaves like a universal Turing machine (see Appendix [A] for a Haskell-
function tmEncode), i.e. it receives an encoding of a Turing machine and an input and simulates
the TM on the input. It returns True, if the TM halts on the input. We assume that tmEncode
is not dynamically untyped (this holds for the Haskell-program in the Appendix [A] since it is
Haskell-typeable, which implies that it is not dynamically untyped).

For TM encoding enc and an input inp, let the expression s be defined as

s := if tmEncode encinp
then casepgo Nil of {True — True;False — False}
else casepgo Nil of {True — True;False — False}

Since (tmEncode enc inp) is not dynamically untyped, the following holds: s is dynamically
untyped if, and only if, the evaluation of tmEncode enc inp) ends with True. So: if we
could decide whether s is dynamically untyped, we could decide the halting problem, which is
impossible. This shows:

Proposition 5.1.1. The dynamic typing of KFPTS+seq-programs is undecidable.

Hence, we consider type systems that restrict the programs and the programming. For both type
systems that we consider, the following will hold:

* A well-typed expression is not dynamically untyped (otherwise the type system would not
be of much help).

* There are expressions, that are not dynamically untyped, but are also not well-typed.

5.2. Types: Definitions, Notation and Unification

In this section we introduce definitions and notations for types. We recall the syntax of polymor-
phic types:
T:=TV|TCT; ... T, |T1 > Ty

where TV is a type variable and 7°C is a type constructo

'We remind that the list type is represented in Haskell as [a]. This more or less means that the type constructor
is [] applied to the variable a. A special syntax is also used for tuple types: (,...,) is the type constructor,
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As areminder: A base type is a type of the form TC, where TC is of arity 0. A monomorphic
type) is a type that does not contain any type variables.

Example 5.2.1. The types Int, Bool and Char are base types. The types [Int] and
Char -> Int are not base types, but monomorphic types. The types [a] and a -> a are
neither base types nor monomorphic types.

We write Vars(T) for the set of variables that occur in the polymorphic type 7.

We also use universally quantified types as a new notation. Let 7 be a polymorphic type with
occurrences of the type variables ay,...,a,, then Yau, ..., a,.7 is the universally quantified
type for T. Polymorphic types can be considered as universally quantified, since the type variables
represent any type. We use the quantifier syntax to distinguish (in the typing procedure) between
types that can be ‘copied’ (i.e. renamed), and types that we cannot rename in the typing procedure.
The order of the quantified type variables in the quantifier is irrelevant. Therefore, we also use
the notation VX .1, where X is a set of type variables.

Definition 5.2.2. A type substitution is a mapping {a1 — T1,...,a, = T4} of a finite set of
type variables to types. Let o be a type substitution. The homomorphic extension og of o is the
extension of type substitution as a mapping from types to types, which is defined by:

oe(TV) := o(TV), if o maps the variable TV
op(TV) := TV, if o does not represent the variable TV
O'E(TCT1 Tn) = TCO'E(Tl) O'E(Tn)
op(Th > T2) = og(Th) — oe(T?)

In the following, we do not distinguish between o and the extension og.

A type substitution is a ground substitution for a type 7 if and only if o maps to monomorphic
types and all type variables that occur in T are mapped to monomorphic types by o.

Using ground substitutions, we can define a semantics of polymorphic types that uses monomor-
phic types: Let 7 be a polymorphic type, the ground type semantics sem(7) of 7 is the of all
monomorphic types, that can be generated from 7 by applying ground substitutions, i.e.

sem(7) := {0 (7) | o is a ground substitution for 7}

This corresponds to the intuition of type schemas: a polymorphic type describes the schema of
a set of monomorphic types.

We introduced some simple typing rules in Section 4.4 Let us reconsider the rule for the
application:
suTy —>To,t 2T

(st) : Ty

e.g. (a,b) is the type for pairs. We will use this syntax in the following.
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This rule requires that the argument type of s already matches the type of . As an example, let
us assume that we know the most general types of map and not as:

map :: (a -> b) -> [a] -> [b]
not :: Bool -> Bool

To type map not using the application rule, we have to instantiate the type of map. The required
substitution is o = {a + Bool,b +— Bool}, however, we do not want to guess the right
substitution, we want to compute it. A (general) procedure to “search for a substitution that
makes types (or also terms) equal” is unification. We define this now:

Definition 5.2.3. A unification problem on types is a set E of equations of the form T = 19 where
71 and T2 are polymorphic types. A solution to a unification problem on types is a substitution
o (called unifier), such that o(t1) = o (1) for all equations t1 = 15 of E.

A most general solution (most general unifier, mgu) of E is a unifier o such that for every unifier
p of E there is a substitution y such that p(x) =y o o (x) for all x € Vars(E).

One can verify that most general unifiers are unique up to the renaming of variables.

Example 5.2.4. For the unification problem {a = f3}, the substitutions o = {a — B} and
o’ = {B — a} are most general unifiers. The substitution o’ = {a — Bool, 8 +— Bool} is a
unifier, but not a most general unifier.

Algorithm|[T]computes a most general unifier, if it exists. The data structure it uses, is a multi-set
of equations to be unified (multi-sets are analogous to sets, but multiple occurrences of elements
are allowed). We use E for such multisets and £ U E’ means the disjoint union of two multisets.
The notation E[7/a] means that in all equations of E the type variable « is replaced by type 7
(i.e. on all left and right-hand sides of the equations the substitution {@ + 7} is applied).

The unification algorithm has the following properties (for a proof see e.g. (Baader & Nipkow,
1998)):

* The algorithm stops with Fail iff the input has no solution.

* The algorithm stops with success iff the input has a unifier. The equation system E then
has the form {a1 = 11,...,a, = 7,}, where a; are pairwise distinct type variables, each
«@; does not occur in any 7;. The unifieris o = {a1 = 71,..., @, = T,}.

* If the algorithm computes a unifier, then it is a most general unifier.

* Rules can be applied in any order, no backtracking is necessary, i.e. the algorithm can be
implemented in a deterministic way.

* The algorithm terminates for every input.
* Types in the resulting substitution can grow exponentially with the size of the input

* The unification algorithm can be implemented with time complexity O(nlogn). This
requires to use sharing (to avoid the exponentially large types) and a different solve rule.

D. Sabel, Programming Language Foundations, Winter 2024/25 61 Last update: January 8, 2025



5. Polymorphic Type Inference

Algorithm 1: Unification Algorithm for Types

The unification algorithm starts with the unification problem and then applies the following
rules exhaustively, where no order of the rule application is necessary, i.e. rule application is
non-deterministic. It stops if no rule can be applied, or Fail occurs.

EU{(TCi71 ... T7) = (TCa2 1y ... 1,)}

(FarLl) Foll if TCy # TCo
ai
EU{(TCi11 ... ) = (1] = 15} EUu{(ry > 1) =(TCi11 ... Tn)}
(FamL2) - (FaL3) -
Fail Fail
EU{TCT ... 1 =TC 1| ... 7))} EU{ri > a=1 > 15}
(DECOMPOSE]) — — (DECOMPOSE2) — —
Eu{ri=1,....T, =7,} Eu{r =1, =15}
EU{t =a} if i iabl EU{a=a}
(ORIENT) ————— ;nzl lsisnztta tzr\)lzgi/:{)llib € (ELiM) ———— — where «a is a type variable
EU{a =1} @ yp E
EU{a =1} if type variable « does EU{a =1} if7# @andtype
(SoLvE) - not occur in 7, but oc- (OccursCHECK) ——————— variable @ occurs
E[T/CL’] U {G.’ = T} curs in E Fail int

* The unification problem (i.e. the question whether a set of type equations is unifiable) is
P-complete, i.e. roughly speaking all PTIME-problems can be represented as unification
problem. As a consequence, unification is not efficiently parallelizable.

We sketch the termination proof: Let E be a unification problem and
* Var(E) be the number of unsolved type variables in E, where a variable « is solved iff

it occurs once in E as the left hand side of an equation (i.e. E = E’ U {@ = 7} where
a ¢ Vars(E") U Vars(1)).

» Size(E) is the sum of all sizes of the types on right-hand and left sides of equations in E,
where the size of a type is tsize defined as: tsize(TV) =1, tsize(TC Ty ... T,) =
1+ Y%, tsize(T;) and tsize(T; — Tz) = 1 + tsize(Ty) + tsize(T)

* OFEq(FE) is the number of not oriented equations in E, where an equation is oriented, if it
is of the form « = T where « is a type variable.

e M(E) = (Var(E), Size(E), OEq(E)), where M (Fail) := (-1,-1,-1).
E
For the termination proof, we show that for each rule E we have M(E’) <jex M(E), where

<Jex 1s the lexicographic order on triples. This is sufficient since the measure M is well-founded.
The FaiL-rules and rule (OccursCHECK) always strictly decrease the measure. The DECOMPOSE-
rules do not increase Var(.), but strictly decrease Size(.) (and may increase OFq(.)). The rule
(OrieNT) does not increase Var(.), does not change Size(.), but strictly decreases OFq(.). The
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(ELmM)-rule does not increase Var(.), but strictly decreases Size(.). The (SoLvE)-rule strictly
decreases Var(.) (and may increase Size(.)).

Example 5.2.5. The unification problem {(a — b) = Bool — Bool} is solved by the unification
algorithm in one step:

{(a — b) = Bool — Bool}
{a = Bool, b = Bool}

(DECOMPOSE2)

Example 5.2.6. Consider the unification problem {a — [a] = Bool — c,[d] = c}. An
execution of unification algorithm is:

{[d] = ¢,a — [a] =Bool — ¢}
(DEcomPOSE2) - - -
{[d] = ¢,a =Bool, [a] = ¢}
(ORIENT) - - -
{[d] = ¢,a =Bool, c = [a]}
(SoLvE) - - ;
{[d] = [a],a =Bool, ¢ = [a]}
(SoLve)

{[d] = [Bool], a = Bool, ¢ = [Bool]}
{d = Bool, a = Bool, ¢ = [Bool]}

(DEcomposEl)

The unifier is {d — Bool, a +— Bool, ¢ — [Bool]}.

Example 5.2.7. The unification problem {a = [b], b = [a]} has no solution:

{a=[b],b = [a]}
{a = [[a]]l,b = [a]}
Fail

(SoLvE)

(OccursCHECK)

The unification problem {a — [b] = a — ¢ — d} also has no solution:

{a = [b]=a—c—d}

(DECOMPOSE2) - -
{a=a,[b] =c —> d}
(ELim) -
{[b] =c — d}
(FaiL2)
Fail

Exercise 5.2.8. Solve the unification problems:

e {BTree a =BTree (b — ¢),[b] = [[c]],d = e — f =Bool — ¢}
e {amg—>(b—c)—>(d—e)=a— f,([b] = [c] = [d] — ([e] = [g])) = h=f — h}

We will now often use unification without providing the calculation of the unifier.
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5.3. Polymorphic Typing of KFPTSP+seq-Expressions

First we will consider the typing of expressions, later we will consider supercombinators. For
now we will assume that the supercombinators are already typed.

Since we have introduced unification, we can generalize the rule for typing the application:
SETLIET jfoisamguofty =12 — eand ais a
(st):: o(a) freshtype variable

However, this rule is not sufficient for typing expressions with binders: consider the typing of an
abstraction Ax.s. To type Ax.s, first the body s must be typed, and then a corresponding function
type must be constructed. For example, in Ax.True the body True can be typed with Bool and
then the abstraction is typed with type @« — True. But this case is too simple, because x does
not occur in the body. A better rule is:

Typing of s with assumption x is of type 7 results in s :: 7/

st -1

But now the correct type 7 of x has to be guessed what does not lead to a deterministic algorithm.
For this reason, one starts with a most general type for x and then computes the correct type
by solving type equations using unification. To make this more efficient, we can do all typing
steps, collect the necessary type equations and try to solve them all at once at the end using the
unification algorithm.

The data structure of the typing has to be adapted to keep the equation. Besides the type, we also
have equations E. The schema of the abstraction rule also shows that we need type assumptions,
so they will also be part of our data structure. The used notation (also called a typing judgement)
is:

I'rsut,E.

Its meaning is: Given the assumptions I, the type 7 with unification equations E can be derived
for expression s.

The assumption I" can contain already known types: these are types for supercombinators
and for data constructors. We use universally quantified types for these types to express that
these types can be renamed. For example, for map, we could include the assumption: map ::
VYa,b.(a — b) — [a] — [b]. Constructor applications are typed like nested applications
(e.g. Cons True Nil is treated as ((Cons True) Nil). So data constructors are treated like
constants. The type assumption for Cons is Cons :: Ya.a — [a] — [a].

We now list all the typing rules for KFPTSP+seq-expressions, where types of supercombinators
must be included in the assumptions.

Axiom for variables:

(AxV)

ru{xat}rx:7,0

Last update: January 8, 2025 64 D. Sabel, Programming Language Foundations, Winter 2024/25



5.3. Polymorphic Typing of KFPTSP+seq-Expressions

Axiom for constructors:

(AxC) where S3; are fresh type variables
rv{c:=Vai...ay.t}rc:t[p1/ai,...,Bn/an],0

Axiom for supercombinators:

(AxSC) where S; is a fresh type variable
ru{sC ::Vay...a,.t}+SC :: 1[B1/a1,...,Bun/an],0

Rule for applications:

I'ts:tm,E1 and T'vt:1o, Ey
(RAPP) - where « is a fresh type variable
I'r(st) sa,E1UEU{T| =19 — a}

Rule for seq:

I'tsam,E;y and T +t::19,Ey
(RSEQ)

'+ (seqst) i1, E1UE,
Rule for abstractions:

rv{x:a}rsut,E
(RABs) where « is a fresh type variable
''rdixs:a—>r1,E

Rule for case:

I'tsut, E
foralli=1,...,m:
ru {xi,l N1y Xiar(er) a/i,ar(ci)} F(c; Xil --- xi,ar(ci)) st E;

foralli=1,...,m:
FU{xi1 2 @its. o Xiar(er) = @iar(en } F i T, Ef

(RCasE)
caser s of {
ro| (erxnn ... Xlar(er)) = 15 0 E
(cm Xm,1 --- xm,ar(cm)) — tm}
m

m m . m .
where E"=EU U E;UUJE/UU{r=7}U U {a=1/}
i=1 i=1 i=1 i=1
and a; ;, « are fresh type variables

Algorithm [2] explains how these typing rules are used to type a given expression s.
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Algorithm 2: Type Inference of KFPTS+seq-Expressions

Let s be a closed KFPTS+seq-expression, where the types of all supercombinators and
all constructors occurring in s are known.
1. Start with assumption I" that contains types for the constructors and the
supercombinators.

2. Derive I' + s :: 7, E with the typing rules.
3. Solve E with unification.

4. If unification ends with Fail, then s is not typeable; otherwise let o be an mgu of E.
Then the type of s is s :: (7).

To optimize the type inference algorithm, the following rule can be added which allows unification
to be performed as an intermediate step.

Type computation:

I'rsut, E
(RUNIF)

I'rs:o(r),Es
where E is the solved equation system E and o is the unifier extracted from E

Definition 5.3.1. A KFPTSP+seq-expression s is well-typed iff it can be typed by Algorithm 2]
We consider some examples.

Example 5.3.2. Consider the constructor application Cons True Nil. The assumption contains
the types of Cons, Nil and True:

I'o = {Cons :: Va.a — [a] — [a],Nil :: Va.[a], True :: Bool}.
Typing of Cons True Nil constructs the derivation tree bottom-up. The first step is

FO F (COI’IS True) 11, Eq, F() FNil :: 19, E9
(RAPP)

Iy + Cons True Nil :: ay, E1 U Eo U {11 = 79 — ay}

The exact types T1, T9 and the equation systems E1, Eo will be computed in the next step. In total
the rule for applications has to be applied twice and the axiom for constants has to be applied
three times. The complete derivation tree is:

(AxC) (AxC)
I'p+ Cons ::aq — [a1] — [1],0, I'y + True :: Bool,
(RAPP) N (AxC)
I'o + (Cons True) :: a9, {@1 — [a1] — [a@1] = Bool — as}, I+ Nil :: [as], 0

(RAPP) " N
I'o + (Cons True Nil) :: a4, {a1 — [a1] — [@1] = Bool — a9, a2 = [a3] — a4}
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To compute the type of (Cons True Nil), the equations have to unified. This results in:
o = {a1 — Bool,as — [Bool] — [Bool], a3 > Bool, @y > [Bool]}
and thus (Cons True Nil) :: o (ay) = [Bool].

Example 5.3.3. The expression Q := (Ax.(x x)) (Ay.(y y)) is not well-typed. The assumption is
empty, since no constructors or supercombinators occur. The derivation tree is:

(AxV) (AxV) (AxV) (AxV)
{x:as}bx:al, {x:as}bx:agl {y:as}try:as0, {y:astry: a3l
(RAPP) " (RAPP) "
, {xagt b (xx) i ayg, {as = a2 — ay} {yuas}r(yy) :as {as=a3 - as}
(RABS) T (RABs) "
0F (Ax.(x x)) =t @2 = ag, {@2 = a2 = a4} 0r (Ay.(yy) a3 = a5, {az = a3 — as}

(RAPP) N N B
OF (Ax.(xx)) Ay.(yy) a1, {as =a2 > ag, a3 = a3 > a5,a2 > a4 = (a3 > a5) > a1}

Unification fails, since:
{a2 = @2 —>a/4,...}

Fail

(OccursCHECK)

Exercise 5.3.4. Show that the fixpoint supercombinator
Y =Af.(Ax.f (xx))(Ax.f (x x))
is not well-typed.

Example 5.3.5. Suppose that supercombinators map and length are already typed. We type
the expression

t := Axs.casepjst xs of {Nil — Nil; (Cons y ys) — map length ys}
We start with the assumption

I'y = {map :: Va,b.(a — b) — [a] — [b],
length :: Va.[a] — Int,
Nil :: Va.[a]
Cons :: Ya.a — [a] — [a]}

To construct the derivation tree, we start at the bottom of the tree and build it from the bottom
up. So the first rule (at the bottom of the derivation tree) is (RABs), since t is an abstraction:

ToU {xs :: a1} + caserjst x5 of {Nil — 1;(Cons y ys) — map length ys} :: 7, E

(RABs)
Igra; -1, E

At this point type T and type equations E are not known. They will be filled in during the
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construction of the tree. The next step is to show the premises, i.e. rule (RCAse) has to be
applied. For space reasons we separate the derivation tree and its labeling:

(AxC) ——— (AxV) —— (AxSC) —— (AxSC) ——

Bs, B Bi4, B
(RAPP) u (AXV) —— (RAPP) 14 15 (AxV)

(AxV) (AxC) (RApP) B6 ‘ B7 (AxC) (RAPP) 312 - B13

xV) —— (AxC) —— PP xC) —— PP

Bs, By, Bs , B1o. B11
(RCasE)
B,

(RABs)

BS Bl
The labels are:

Bi=Ig+t:a — ais,
{as = [a5] = [a5] = a3 — a6, a6 = a4 — ar,
(ag — ag) — [ag] = [ag] = ([@10] — Int) — @11, @11 = @4 — @12,
a1 = [ag], a1 = a7, a13 = [a14], @13 = @12, }
By =Ty U{xs :: a1} +
caserjst xs of {Nil — Nil;(Cons y ys) — map length ys} :: a3,
{as — [a5] = [as] = a3 — a6,a6 = a4 — ar,
(ag = ag) — [ag] = [ag] = ([a10] = Int) — a1, @11 = @4 — a1,
a1 = [ag], a1 = a7, a13 = [a14], @13 = @12, }
Bs=I'gU{xs:ay}+ xs:a,0
By =I'gU{xs :: a1} +Nil :: [a2], 0
Bs =I'gU {xs :: a1,y :: a3, ys :: ag} + (Cons y ys) :: ay,
{as — [as] — [as] = a3 — ag, @6 = a4 — a7}
Bg =I'gU{xs ::ay,y :: a3, ys :: ag} + (Cons y) :: ag,
{a5 — [as] = [as] = a3 — ag}
By =TogU{xs :: a1,y a3, ysag} b ys:ay,0
Bs =I'gU{xs :: a1,y :: a3, ys :: ag} + Cons :: a5 — [a5] — [as5],0
By =IgU{xs:a,y:as,ys:as}ttry:as0
Bio=I'oU {xs :: a1} + Nil :: [a14],0
Bi1 =I'gU {xs :: a1,y :: a3, ys :: ag} + (map length) ys :: aqs,
{(as = a9) = [as] = [@9] = ([a10] — Int) - @11, @11 = @4 — @12}
Bio =I'gU {xs :: a1,y :: as,ys :: a4} + (map length) :: a11,
{(as = a9) = [ag] = [ag] = ([@10] — Int) — a1}

Bis=IgU{xs:ay,y a3, ys:ag}tys:ay
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By =Io U {xs a1,y a3, ys : ag} Fmap :: (ag — ag) — [ag] — [ag],0
Bis =ToU {xs :: a1,y :: as,ys :: a4} + length :: [a1g] — Int, 0
To compute the type of t, the type equations

{as = [as] - [as5] = a3 > ag, a6 = 4 — a7,
(ag = ag) — [ag] — [ag] = ([a10] = Int) — @11, 011 = @4 = a2,
a1 = [a2], 1 = a7, 13 = [a14], @13 = @12}

have to be unified. This results in the mgu:

o = {a1 v [[ai]], @2 = [a10], a3 = [a10], @4 = [[@10]], a5 = [a10],
ag = [[aw]] = [[a10]], a7 = [[@10]], @s = [a10], @9 = Int,
] — [[a'l()]] — [Int],aqg — [Int],aqg — [Int],a/14 — Int}

Finally, we derive t :: o(a1 — a13) = [[a10]] — [Int].
Example 5.3.6. The supercombinator const is defined as:

const :: a ->b -> a
const X y = X

The expression Ax.const (x True) (x "A’) is not well-typed: Let

Iy = {const :: Ya,b.a — b — a,True :: Bool, ’A’ :: Char}

and T4y = Iy U {x : ai}. The  derivation  tree  is:
(AxV) (AxC)
Ikxoa, I'1 + True :: Bool
(AxSC) (RAPP) (AxV) (AxC)
I’ + const :: @y — a3z — as,0, Iy F (x True) :: a4, Eq I'irx:an, I't +’A’ :: Char
(RAPP) (RAPP)
I'; + const (x True) :: as, Eo s Ik (x’A) g, E3
(RAPP)
I'1 + const (x True) (x "A’) :: a7, Ey
(RABs)
I'p F Ax.const (x True) (x A’) :: a1 — a7, E4
with
Ei = {a1 =Bool — a4}
Ey, = {m = Bool — 4, @2 — @3 — @9 = ay — a5}
E3 = {aq = Char — a/6}
Eys = {a1 =Bool — a4,as — a3 — as = a4 — a5, a1 = Char — ag, a5 = ag — a7}

Unification fails, since the two equations for a are not unifiable (Bool cannot match Char).

The last example shows, that the type inference algorithm treats lambda-bound variables as
monomorphically typed: For an abstraction Ax.s, all occurrences of x in s must be of the same
(monomorphic) type. Note that the expression Ax.const (x True) (x 'A’) can be applied to
useful arguments, like a function that ignores its argument and returns a constant value
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Since lambda-bound variables are monomorphically typed (also pattern variables in case-
alternatives), in programming languages like Haskell one speaks of let-polymorphism , since
only let-bound variables are allowed to be polymorphically typed. In KFPTSP+seq there is no
let, but the supercombinators play a similar role.

Attempting to adapt the type system so that the expression from above is typeable, would require
expressing that for x only such abstractions are allowed that return the same result type for arbitrary
argument types. Our type system cannot express such conditions, since they do not conform to
the set semantics sem(-). Our type system uses so-called predicative polymorphism, since type
variables represent monomorphic types, in type systems with impredicative polymorphism type
variables can represent polymorphic types.

In extended type systems the above expression could be typed as:
(\x -> const (x True) (x 'A’))::(forall b.(forall a. a -> b) -> b)

The inner universal quantifier is not allowed in our type syntax.

5.4. Typing of Non-Recursive Supercombinators

We consider the typing of non-recursive supercombinators, i.e. supercombinators that do not
call themselves (also not through a chain of calls). Let SC be a set of supercombinators. For
SC;,SCj € 8C, let SC; = SC; iff the right-hand side of the definition of SC; contains the
supercombinator SC;. Let <* be the transitive closure of < (and <* be the reflexive-transitive
closure).

A supercombinator SC; is directly recursive iff SC; < SC; holds, it is recursive iff SC; <* SC;
holds. A subset {SCy,...,SCp} C SC of supercombinators is mutually recursive if SC; <* SC;
foralli,j e {1,...,m}.

Non-recursive supercombinators can be typed analogously to abstractions (other supercombi-
nators in the right-hand side of the defining equation have to be typed already). We write
I' k7 SC :: 7, if supercombinator SC can be typed 7 under the assumption I". The rule for
non-recursive supercombinators is

TU{x1 @1, ,xn i ptFsuT,E if o is the solution of E, SC x1 ... x, = s is
(RSC1) the definition of SC, SC is non-recursive, and
Lhp SCoVXo(ar = .= = T) X = Vars(o (e — ... — an — 1))

Example 5.4.1. We type the composition, defined as
(D) fgx=1(x

The assumption 'y is empty, since in the right-hand side of the definition of (.) no constructors
or other supercombinators occur. LetT'y = {f :: a1, g :: as,x :: as}. Atype derivation for (.)
is:
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(AxV) ———8 ——— (AxV) —888
Irg:asl, I'kFx:as0

(AxV) ——— (RArp) :
[k foa,0, Ik (gx) a5, {a2 = a3 — as}

Tk (f(gx):ay,{as =a3 — as, a1 = a5 — ay}
(RSC1)

Orr () no(ar = as — a3 = ay) = (a5 = ag) — (@3 = a5) = a3 = ay

Here o = {as — a3 — as,a1 — a5 — a4}. The derived type can now be universally
quantified and be used for typing other supercombinator that use the it.

(.) =Va,b,c.(la > b) > (c>a)—>c—b

5.5. Typing of Recursive Supercombinators

To type recursive supercombinators (or a group of mutually recursive supercombinators) the
obstacle is, that for typing the right-hand side of the supercombinator definition, the type of the
to-be-typed supercombinator would be required (but it is not available at this point of time). The
solution is to add (a most general) assumption about the type of the to-be-typed supercombinators
and then use type derivation and unification to refine the type. This is iterated until a so-called
consistent type assumption is found.

5.5.1. The Iterative Type Inference Algorithm

The iterative type inference algorithm starts with most general assumption, computes new as-
sumptions using the type derivation rules, and then compares the derived assumptions with the
used ones. If they are changed, then the new assumptions are used and a new iteration starts. If
the derived assumptions coincides with the used ones, then the assumptions are consistent. The
algorithm has found a type and stops.

The typing rule for supercombinators is similar to the non-recursive case:

ru{xyay,...,.xpap}trsat,E if SC x1 ... x,, = s is the definition
Crp SC:o(ay — ...ap —» 1)  0f SC, o solution of £

(SCREC)

The difference is that the assumption I'" already contains a type assumption for SC (or all
supercombinators of a mutually recursive set of supercombinators, resp.) (see Algorithm [3).

Given a whole program with a set of supercombinator definitions, one starts with a dependency
analysis that computes the strongly connected components in the call graph. If ~is the equivalence
relation corresponding to <*, then the strongly connected components of the call graph are the
equivalence classes of ~. In a next step the smallest equivalence classes w.r.t. ~ are typed (they
do not depend on other supercombinators) and then the supercombinators are typed along the
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dependency graph. Of course, all supercombinators of the same equivalence class are mutually
recursive and they must be typed together.

Let the supercombinators f, g, i, k be defined as:

fxy = ifx<1lthenyelsef (x—y) (y+(gx))
gx = ifx=0then(f1x)+ (h2)elsell

hx = ifx=1thenOelseh (x-1)

kxy = ifx=1thenyelsek (x—1) (y+(fxy))

The call graph is:
/ g \

Ck
The equivalence classes (ordered) are {h} <* {f, g} <* {k}. Thus, first & has to be typed, then
f and g are typed together, and finally & is typed.

D

The iterative type inference algorithm is given in Algorithm 3]

The assumption at the beginning in step (2)) is the most general assumption that can be made, since
the polymorphic type Va.a represents any arbitrary type (sem(a) is the set of all monomorphic
types).

The following properties hold for the iterative type inference algorithm:

* The computed types are unique up to renaming for each iteration and thus: if the algorithm
terminates, then the types of the supercombinators are unique.

* In each step the newly computed types are more specific or remains the same (in terms of
the semantics, the set of monomorphic types is contained in the previous one).

* If the algorithm does not terminate, then no polymorphic type for the supercombinators
exists. This holds, since the types become more specific in each step and the algorithm
starts with the full set.

* The iterative type inference algorithm computes the greatest fixpoint w.r.t. sem: the algo-
rithm starts with the full set and restricts the set until there is no change. Mathematically,
suppose that F is the operator that performs one iteration of the algorithm on the set of
monomorphic types. If the algorithm stops with set S, then F(S) = S (so S is a fixpoint)
and S is the largest set M such that F'(M) = M. This shows, that the iterative type inference
algorithm computes the most general polymorphic type.
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Algorithm 3: Iterative Type Inference Algorithm

The input is a set of mutually recursive supercombinators SCy, . .., SC,,, where all
other used supercombinators are already typed.
1. The start assumption I" consists of the types of the constructor and the already typed
supercombinators.

2. Ty =T U{SCy :: Vay.a1,...,5C,, :: Va,,.a,,} and j = 0.

3. For each supercombinator SC; (with i = 1,...,m) apply the rule (SCREc) and
assumption I'; top type SC;.

4. If all m type derivations were successful, then
Fj br SC i1, ... ,Fj br SChy i T

Now universally quantify all the types 7; by quantifying all type variables. W.l.0.g.
assume this gives SCy :: VXq.11,...,8SCy, - VX, Ty Let

Fjg1 =T U{SCy :VX1.11,...,8C = VX T }

5. If I'j # I'j41 (where equality up to renaming of type variables is meant), then set
J :=j + 1 and proceed with step (3). Otherwise (I'; = I"j,1) the assumptions I'; are
consistent. The types of SC; are in I';.

If a Fail occurs in any unification, then SC1, . . ., SC,, are not typeable.

5.5.2. Examples and Properties

Example 5.5.1. We type the supercombinator 1ength with definition:
length xs = caserjst x5 of {Nil — 0;(y : ys) — 1+ length ys}
The type assumption for the constructors and (+) is:
I' = {Nil :: Va.[a], (©) :: Ya.a — [a] — [a],0 :: Int, 1 :: Int, (+) :: Int —» Int — Int}.

The iterative type inference algorithm (for j = Q) assumes the most general type for length,
i.e. Tg =T U {length :: Ya.a} and applies rule (SCREc) to type length in the first iteration:
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(@) ToU{xs:ai}rxs:t,Eq

(b) ToU{xs:ai}rNil :: 19,Es

(¢) ToU{xs:ay,y:ag,ysastr (y:ys):T13,E;

(d)y ToU{xs:ai1}+r0:14,Ey

() ToU{xs:ai,y:aq,ys:ast}t (1+1lengthys) :: 15,E5

(RCask)
Fo U {xs :: a1} F (caserjsr xs of {Nil — 0; (y : ys) — 1 +lengthxs}) :: a3,

E{UE;,UE3UE UE5U {1y ﬁTQ,Tl ﬁTg,a3£T4,a/3£7-5}

(SCREc)
Iy b7 length :: o (a1 — a3)

where o is the solution of E1 U Eo U E3 U E4 U E5 U {11 = 70,71 = T3, @3 = T4, @3 = T5}

We show the premises (a) to (e) separately (types 11, ...,75 and equation E1,...,E5 are
computed in these derivations):

(AxV)
(a):

IFoU{xs:ai}rxs:a,d
le, 7y =ajand E1 =0

(AxC)
(b): ToU {xs: a1} FNil :: [ag], 0
Le., 1o = [ag] and Eo =0
(AxC) - (AxV) -
I} FQG)oag — [ag] — [ag], 0, IHry:ay,0
(c) (RApp) , : (AxV) ——————
Lo F () y) s ag, {ag — [ag] — [ag] =4 — ag} [y Fys:as,0
(RAPP)

Lok (y:ys) s ar {ag = [ag] = [ag] = a4 — ag, a8 = a5 — a7}
where o =To U {xs :: a1,y :: a4, ys :: a5}
Le., 13 = a7 and E3 = {ag — [ag] — [ag] = a4 — ag, a5 = a5 — a7}

(AxC)
(d) IoU{xs: a1} +0:Int,0

Le, y=Intand E4 =0

(AxC) (AxC) (AxSC) (AxV)
() (ra Iy F (+) :: Int — Int — Int, 0, IHr1:1Int,0 Iy + length :: 13,0, ok (ys) = as,0
e PP) - P -
(RAve) IHF ((+) 1) a1, {Int - Int - Int = Int — a1}, [ F (length ys) :: @2, {a13 = a5 — @12}
PP

[+ (1+1lengthys) :: @19, {Int — Int — Int = Int > @11, @13 = @5 — @12, @11 = @12 — @10}
where I') =T U {xs :: a1,y :: ag,ys @ as}
Le., 5 = a9 and E5 = {Int — Int — Int = Int — @11, @13 = a5 — @12, @11 = ¥12 — a’10}

Substituting the values, the application of rule (SCREC) is:

Last update: January 8, 2025 74 D. Sabel, Programming Language Foundations, Winter 2024/25



5.5. Typing of Recursive Supercombinators

IoU{xs :: a1} (caserjst xs of {Nil — 0;(y : ys) — 1 + length xs}) :: as,
{ag — [ag] — [ag] = a4 — as, a8 = a5 — a7}

U{Int — Int — Int = Int — a11,@13 = a5 — @12, Q11 = Q12 — @10}

U{ay = [as], @1 = a7, a3 = Int, a3 = a10}

(SCREc)
Iy b7 length :: (a1 — a3)

where o is the solution of
{ag — [ag] = [ag] = a4 — as, a5 = a5 — a7,
Int — Int — Int = Int — aq1, @13 = @5 — @12, Q1] = Q12 — @10,
a1 = [ag], 1 = a7, @3 = Int, a3 = @19}

Unification is successful and computes the unifier

{a1 = [ag], a3 = Int, a4 = ag, a5 = [ag], a6 = a9, a7 = [ag], ag = [ag] — [ag],
a1 — Int, ;> Int — Int, @0 — Int,a13 — [a@g] — Int}

The newly computed type of length is o (a1 — a3} = [@g] — Int and
I =T U {length :: Va.[a] — Int}.
Since I'y # I', the next iteration using I'1 has to started.

To shorten the presentation, we list only the substep that is different from the first iteration: The
difference is in part (e): instead of

(AxSC)
I} F length :: 13,0

now

(AxSC)
I'] + length :: [a13] — Int,0

is derived. Adjusting all equation systems and replacing Uy with I'y results in the following use
of rule (SCREc):

D. Sabel, Programming Language Foundations, Winter 2024/25 75 Last update: January 8, 2025



5. Polymorphic Type Inference

I't U{xs :: a1} + (caserjst xs of {Nil — 0;(y : ys) — 1 + length xs}) :: a3,

{ag — [ag] — [ag] = a4 — as, a3 = a5 — ar}
U{Int — Int — Int = Int — ai1,: [@13] — Int = a5 — @192, @11 = @12 — @10}
U{a1 = [agl, @1 = a7, a3 = Int, a3 = a0}

(SCREc)
I'1 +7 length :: (a1 — a3)

where o is the solution of
{ag = [@9] = [ag] = @4 — as,a8 = a5 — ar,
Int — Int — Int = Int — @11, [@13] — Int = @5 — a12, @11 = @12 — a0,
a1 = [ag], @1 = a7, @3 = Int, a3 = a9}

Unification computes the unifier o :

{a1 = [agl, a3 = Int, a4 = ag, a5 = [ag], a = a9, a7 = [ag], ag = [ag] — [ag],
aqg — Int,a1; — Int — Int, a2 — Int, a2 — Int, a3 — a/9}

Thus length :: (@ — a3) = [ag] — Intand I'; =T U {length :: Ya.[a@] — Int}. Since
Iy = Iy, assumption I'y is consistent and [a] — Int is the iterative type of length.

5.5.2.1. Iterative Typing is More General than Haskell

Example 5.5.2. We type the supercombinator g with definition

gx=1:( (g ’c’)»

The assumptions on the constructors are I' = {1 :: Int,Cons :: Ya.a — [a] — [a],’c

Char}. The iterative type inference algorithm starts with Tg = ' U {g :: Ya.a} and types g with
rule (SCRec) (let T') = Ty U {x :: a1}):

(AxSC) (AxC)
Ijrg:as,0, Ij+ ’c’ ::Char,0,
(4x¢) — (4x¢) — (AxsC) — (RAPP) " -
Iy + Cons :: a5 — [as] — [as], 0, IHr1:1Int,0 Iirg:ae0, IHr(g’c’):ar,{ag = Char — ar}
(RAPP) N (RAPP) N N
I+ (Cons 1) :: @3,a5 = [as] = [as] =Int - a3 , I F(g(g’c’)) i ay, {ag = Char — a7, a6 = a7 — a4}

(RAPP) T N N N
IyFCons1(g(g’'c’)) g, {ag = Char — a7, a6 = a7 = a5 — [a5] = [as] = Int — 3,03 = g — a2}

(SCREec)
oty g:o(ar — a2) = a; — [Int]

where o = {as — [Int],a3 — [Int] — [Int],a4 — [Int], a5 — Int, g — @7 — [Int], as — Char — a7} is the unifier of
{ag = Char — a7,a5 = a7 = ag, @5 — [a5] = [a5] = Int - a3,03 = @4 — az}

Hence, we have I'y = ' U {g :: Ya.a — [Int]}. The next iteration shows that I'y is consis-
tent (we omit the iteration). However, in Haskell, the interpreter cannot infer a type for the

supercombinator g:
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Prelude> let g x = 1:(g(g 'c’))

<interactive>:1:13:
Couldn’t match expected type ‘[t]’ against inferred type ‘Char’
Expected type: Char -> [t]
Inferred type: Char -> Char
In the second argument of ‘(:)’, namely ‘(g (g ’'c’))’
In the expression: 1 : (g (g 'c’))

But, the Haskell-interpreter can verify the type if it is provided by the programmer:

let g::a -> [Int]; g x = 1:(g(g ’c’))
Prelude> :t g
g :: a > [Int]

The reason is that in the latter case, the Haskell-interpreter only performs type checking, but no
type inference, and uses the provided type of g as universally quantified.

5.5.2.2. Multiple Iterations are Required
Example 5.5.3. We type the supercombinator g with definition

gx=x: (g (g 'c’))

The assumption for the constructors is I' = {Cons :: Va.a — [a] — [a],’c’ :: Char}. Iterative
typing starts with To = ' U {g :: Ya.a'} and types g with rule (SCREc) (let Iy = To U {x :: a1}):

(AxSC) (AxC)
Ijrg:as,0, Ij+ ’c’ ::Char,0,
(AxC) , (AxV) ; (AxSC) ; (RAPP) " T
I{ + Cons :: a5 — [as] — [as5],0, orFx:a,0 Iirg:ae0, Iir(g’c’) :ar,{ag = Char — ar}
(RAPP) N (RAPP) B N
I+ (Consx) :as,a5 — [as] = [as] =a1 = a3 IoF(g(g’c’)) g, {ag = Char — a7, a5 = a7 — a4}

(RAPP) N N N B
Iy Cons x (g (g 'c”)) :: @g, {ag = Char — a7, a6 = a7 — a5 — [a5] = (5] = @1 — a3,03 = ¢4 — a2}

(SCREec)
[orr g o(ar — a) = a5 — [as]

where o = {a1 — a5, = [as5], a3 — [a5] = [a5], a4 = [a5], a6 = @7 — [as], as — Char — a7} is the solution of
{as = Char — a7,a6 = a7 = a4, a5 — [as] = [as] = a1 — 3,03 = a4 > @2}

Thus, we get 'y =T'U{g :: Ya.a — [a]}. Since 'y # 'y, another iteration is necessary. Let
=T u{x:a}:

(AXSC) " (AxC) ;
Iirg:ag— [as],0, Il +’c’ :: Char,0,

(AxC (AXSC)

) (AxV) (RAPr) -
I} + Cons = a5 — [a5] — [es5].0, IiFx:a,d i Fg:ag— [ag], 0, Ik (g’c’) = a7, {ag — [ag] = Char — a7}

(RApr)

- RAvr, - -
I’} F (Cons x) = a3, a5 — [a5] = [as] =a1 — a3 ,' ' I F(g(g’c’)) = ag, {ag — [ag] = Char — a7, a6 — [as] = @7 — au}

(RAPP) N N " N
I FCons x (g (g ’c’)) :: @a, {as — [as] = Char — a7,a6 — [as] = @7 = a5 — [a5] = [as] = @1 —> @3, 03 = @4 > @2}

(SCRec)

I'1 br g :: 0(a1 — az) = [Char] — [[Char]]
where o = {1 +— [Char], a3 > [[Char]], a3 — [[Char]] — [[Char]], @4 — [[Char]], a5 > [Char], ag > [Char], @7 — [Char], ag +— Char}
is the solution of {ag — [as] = Char — a7, a5 — [ag] = a7 — a4, @5 — [as] = [@5] = a1 — a3, @3 = @y — as}
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Thus, we get 'y = T'U{g :: [Char] — [[Char]]}. Since 'y # I's, another iteration is necessary:
LetTh, =ToU{x ::a1}:

(AxSC

’ I+ g :: [Char] — [[Char]],@,w‘/ Iy F’c’ i Char,0,
"I+ g [Char] — [[Char]].0.""" Thr (g 'c’) = ar.{[Char] — [[Char]] = Char — a7}

(AxC (AxSC

) (AxV)
Tk Cons :: a5 — [as] — [as],0, ThFx:a,0

(RAe) - (RAve) - B
' Iy + (Cons x) = as, {as — [a5] — [as5] = a1 — a3}, Iy (g(g’c’)) = ag,{[Char] — [[Char]] = Char — a7, [Char] — [[Char]] = a7 — a4}

e ISk Consx (g (g’c’)) = @z { [Char] — [[Char]] = Char — a7, }
[Char] — [[Char]] = a7 — a4,
a5 - [as] = [as] = a1 > as,
a3 =aq — as

(5CRec)
Dby guo(er — az)
where o is the solution of

{[Char] — [[Char]] = Char — a7, [Char] — [[Char]] = a7 — a4, a5 — [a5] = [a5] = @1 — @3, 03 = a4 — @z}

Unification of the equation fails and thus g is not typeable.

Proposition 5.5.4. The iterative type inference algorithm sometimes requires multiple iterations
until a result (untyped / consistent assumption) is found.

Proof. Example[5.5.3| provides an example showing that three iterations are necessary to derive
that a supercombinator is untyped. An example that is typed and requires more iterations is given

in Exercise[5.5.5). o

Exercise 5.5.5. Apply the iterative type inference algorithm to the supercombinator £fix with
definition:

fix £ = £ (fix )

Show that the iterative type inference algorithm requires several iterations until a consistent
assumption is derived.

5.5.2.3. Non-Termination of the Iterative Type Inference Algorithm

Example 5.5.6. Let £ and g be supercombinators with definitions:

f = [d]
[£]

(o]
|

The supercombinators are mutually recursive (i.e. £ ~ g) and thus the iterative type inference
algorithm types them together.

The assumption for the constructors is I' = {Cons :: Ya.a — [a] — [a],Nil : Va.a}. The
iterative type inference algorithm starts with I'y = T' U {f :: Va.a, g :: Ya.a} and applies the
rule (SCREec) for £ and g:

Last update: January 8, 2025 78 D. Sabel, Programming Language Foundations, Winter 2024/25



5.5. Typing of Recursive Supercombinators

(AxC) (AxSC)
I'g+ Cons :: g — [a4] — [a4], 0, Torg:as
(RAPP) - (AxC) —M8M8M8M8M8Mm8 ™
Rire) I'p F (Cons g) :: a3, {ay — [ay4] = [@4] = a5 — a3}, ok Nil :: [as], 0
(RAPP - -
To + [g] = a1, {ag — [a4] — [a4] = a5 — @3,03 = [a2] — a1}
(SCREc)
o br £ 0 (1) = [as]
o={a1 P [as],a2 > a5, a3 > [a5] > [as],aq4 > a5} isa
solution of {as — [a4] = [a4] = a5 > a3, a3 = [@2] — a1}
(AxC) (AxSC) ———
I'o+ Cons :: @g — [aq] — [@4],0, Torf:as
(RAPP) - xC) —8™M—
(RAws) Io + (Cons f) :: a3, {ays — [@4] — [a4] = a5 — a3} , ok Nil :: [a2], 0
PP T T
o+ [f] = a1, {ag = [a4] — [a4] = a5 — a3,a3 = [a2] — a1}
(SCREc)

o br g o(a1) = [as]
o ={a1 - [as],@2 = a5, a3 = [a5] = [e5],as > as}isa
solution of {ay — [a4] — [@4] = a5 — a3, a3 = [a2] — a1}

Hence, we get 'y =T' U {f :: Va.[a], g :: Ya.[a]}. Since 'y # Iy a next iteration is required.

(AxC) (AxSC) ————
I'y F Cons :: ag — [ay] — [ay], 0, I'i kg [as]
(RAPP) - —_—
(Rire) I't + (Cons g) :: a3, {ag — [a4] — [a4] = [a5] — a3}, Iy FNil e [a2],0
PP N N
[k [g] a1, {ag — [a4] = [a4] = [a5] = a3, a3 = [@2] — a1}
(SCREc)
[y br £ 0 (ay) = [[as]]
o = {1+ [[as]]. a2 = [as). a3 = [las]] — [[os]].a4 > [a5]} isa
solution of {ay — [a4] — [4] = [@5] = a3, a3 = [as] — a1}
(AxC) (AxSC) ——————
I’y + Cons :: @y — [ayq] — [@4],0, I r £ fas]
(RAPP) - xC) ——M8M8M8M8M8
(RArs) I'1 + (Cons £) :: a3, {as — [a4] — [a4] = [a5] — a3} , Iy FNil:: [a2],0
PP N N
Ik [£] i en, {aa = [ea] = [ad] = [a5] — a3, 03 = [a2] — a1}
(SCREc)

[y k7 g o(ay) = [[as]]
o ={ay = [[as]], a2 = [a5], a3 = [[as5]] = [[as]], a4 = [as]}isa
solution of {as — [@4] = [a4] = [a5] = a3, @3 = [a2] — 1}

We get T's = T'U {f :: Va.[[a]],g :: Va.[[a]]}. Since 'y # I'1, another iteration is required.
One can guess that this procedure does not end. We prove it: Let [a] the i-fold nesting of lists.
We use induction to show that T'; = T' U {f :: Va.[a]', g :: Va.[a]'}. The base is already shown.
The induction step is
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(AxC) (AxSC) -
I; + Cons :: g — [a4] — [a4], 0, I kg [as]
(RAPP) - - (AxC)
I; + (Cons @) :: a3, {ay — [a4] = [a4] = [a5]' — a3}, I FNil :: [as], 0
(RAPP)

Tit[g] = ar, {as = [aa] = [aa] = [as]” > a3, a3 = [e2] — a1}
' Litr fuo(m) = [[as]'] ‘ '

o ={ar = [[as]'], @2 = [a5]', a3 = [[e5]'] = [[a5]'], 4 = [as5]'} isa
solution of {as — [a4] — [a4] = [a5]" > @3,a3 = [@2] = a1}

(SCREc)

(AXC) (AxSC) :
I; F Cons :: ag — [ay4] — [a4],0, i £ as]
(RAPP) - - (AxC)
I; + (Cons £) :: a3, {ay — [a4] = [a4] = [a5]' — a3}, I FNil :: [as], 0
(RAPP)

Ti b [£] =g, {as = [ad] = [aa] = [a5] > as, a3 = [e2] — a1}
' Litrg:o(an)= [[as]'] ‘ '

o ={ar = [[as]'], @2 = [a5]', a3 = [[es]'] = [[a5]'], 4 = [es5]'} isa
solution of {as — [a4] = [a4] = [a5]' > a3, 3 = [a2] = a1}

(SCREC)

We derive i1 = T U {£ :: Va.[a]™*!, g :: Va.[a]"*}).
Proposition 5.5.7. The iterative type inference algorithm may not terminate.
Proof. See Example[5.5.6] g

It can be shown, that the iterative typing in general is undecidable (and thus non termination of
our algorithm is a consequence, and not a bad design of the algorithm).

Theorem 5.5.8. Iterative typing is undecidable.

Proof. We do not give the proof. It follows from the undecidability of so-called semi-unification
of first-order terms. The proofs can be found in (Kfoury et al., 1990b; Kfoury et al., 1993;
Henglein, 1993)). O

Finally, we show that type safety holds for iterative typing. Type safety requires two properties:
Typing is preserved when evaluating an expression (called type preservation) and evaluation of
well-typed expressions does not get stuck until a value is obtained (called progress lemma).

Lemma5.5.9. Let s be a directly dynamically untyped KFPTS+seq-expression. Then the iterative
typing cannot type s.

Proof. If s is directly dynamically untyped, then one of the following cases holds:

* s = R[caser (c s1 ... sp) of Alts] and c is not of type T. If iterative typing tries to
infer the type of the case-expression, equations are added to make sure that the type of
(¢ s1 ... s,) is equal to the type of the patterns in the case-alternative. Since the types
of the patterns belong to type 7', but ¢ does not, unification of the equations will fail.
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* s = R[caser Ax.t of Alts]: If the case-expression is typed, iterative typing will add
equations that ensure that the type of Ax.f is a function type and equal to the type of the
patterns. Unification of these equation will fail, because the patterns are not of function
type.

* R[(cs1 ... Sar(c)) t]: theiterative typing types ((c 51 ... Sar(c)) t) as anested application
(((c s1) ...) Sar(e)) t). For each application, equations are added that imply that ¢ can
receive at most ar(c) arguments. Since there is one more argument, unification will
fail. O

Lemma 5.5.10 (Type Preservation). Let s be a well-typed and closed KFPTSP+seq-expression
(of a well-typed KFPTSP+seq-program) and s 2 . Then ' is well-typed.

Proof. For the proof, all cases of a (8)-, (SC-B)- and (case)-reduction have to be inspected. For
the type derivation of s, all type derivations of subterms of s can be read off. In the reduction,
the types are moved and copied. It is easy to verify that a type derivation is still possible after
the reduction. O

Considering the type, the last lemma can be formulated as: For a monomorphic type 7: If ¢ : 7
and t =% ¢/, then ¢’ : 7. Note that it may happen that after a reduction step the type is more
general than before.

Lemmas[3.5.9] and [5.5.10] show:

Proposition 5.5.11. Let s be a well-typed, closed KFPTSP+seq-expression. Then s is not
dynamically untyped.

Lemma 5.5.12 (Progress Lemma). Let s be a well-typed, closed KFPTSP+seq-expression. Then
e sis a WHNF, or

] . . name
* s is call-by-name-reducible, i.e. s —— s’ for some s’.

Proof. Consider the cases where a KFPTS+seq-expression is not a WHNF, closed, and irre-
ducible. In all cases s is directly dynamically untyped and thus for a well-typed expression, these
cases cannot occur. O

Theorem 5.5.13. Type safety holds for the iterative typing of KFPTSP+seq.

5.5.2.4. Forcing Termination

To force termination of the iterative type inference algorithm, a so-called Milner-step can be done,
which will be explained below. In the next section we will introduce the Hindley-Damas-Milner
type inference algorithm which also uses the Milner-step, but the difference is that it uses the
Milner-step in the first iteration and so there are no iterations at all. Using the Milner-step within
the iterative type inference algorithm, it may be possible to compute more general types, e.g. by
perfoming 10 iterations and then stopping using the Milner-step.
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Definition 5.5.14 (Milner-Step). Let SCi,...,SC,, be a group of mutually recursive
supercombinators- and let I'; v SCy = 11,..., 17 v7 SCyy 2 T, be the assumptions com-
puted by the i-th iteration for SCq, . .., SCy,.

For the Milner-step: Type all supercombinators SC1, . . ., SCy, together using the type assumption

Iy =T U{SCy ::11,...,8C i T} (Where T contains the types of the constructors and other
supercombinators that are already typed) and using the following rule:

fori=1,...,m:
7’
'y U {xi,l N1, Xin v ai,ni} Fs;o Ti,El‘
(SCRECM) : ,
I'vvrrfori=1,...,mSC;::o(aj1— ... > Qn — T/)

m
if o is the solution of Ey U ... UE, U U{ti=a;1 — ... = Qi — 7/}
i=1
and SC1x11 ... X1my = 51

SConiXm1 -+ Xmon,, = Sm
are the definitions of SC1, . ..,SCy,

As a new inference rule in type derivation we add:

(AxSC2)
ru{sC:r}r8SC:r

if T is not universally quantified

We explain the Milner-step: In the assumption I'ss the types of the supercombinator to be typed
are not universally quantified. The rule (AxSC2) is then used to extract such a type from the
assumptions. No renaming is performed, i.e. the whole typing uses one fixed type for each
occurrence of the supercombinator. Additionally, in the rule (SCRecM) all equations are unified
together and new equations are added: For each supercombinator the assumed type must match
the inferred types.

As consequence, the new assumption is always consistent, and thus no further iteration is required.

Note that in unlike (SCREc) all supercombinators that are mutually recursive must be treated
together to ensure that unification considers all equations together.

A disadvantage of the algorithm is that one does not know, when to use the Milner-step and that
the types are more restrictive than iterative types. It may happen that a further iteration would
lead to a type, but the Milner step rejects the expression as untyped.

5.5.3. Hindley-Damas-Milner-Typing

The Hindley-Damas-Milner typing was invented and analyzed by Robin Milner, Luis Damas and
Roger Hindley. Instead of iterative typing, the algorithm uses a Milner-step as first step and thus
it terminates after this step:
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Algorithm 4: Hindley-Damas-Milner Type Inference Algorithm

Let SCy, ..., SCy, be all mutually recursive supercombinators of an equivalence class
w.r.t. =~ and assume that the supercombinators strictly less than SCq, ..., SC,, w.r.t. =
are already typed.

1. The type assumption I" contains the already typed supercombinators with universally
quantified types and also the types of the constructors.

2. Type SC4, ..., SC,, with rule (MSCREC):

fori=1,...,m:
ru{scy : B1,...,8Cy :: B}
U{Xi1 @i, Xin 2 @} F oS T By

(MSCREC)

Frrfori=1,....mSC;:0(ai1 — ... = ®p — Ti)

m .
if oisthe solutionof E1 U...UE, U U{Bi=ai1 — ... = @in, — Ti}
i=1
and the definitions of SCy,...,SCp are SC1 x1,1 ... X1, = 5

SCon Xm1 -+ Xmon,, = Sm

If the unification fails, then SC1, . . ., SC,, are not Hindley-Damas-Milner-typeable,
otherwise the Hindley-Damas-Milner-types of SCy, . . ., SC,, are the types derived by
rule (MSCREc). Note that rule (AxSC2) is used in the type derivation.

To explain the algorithm, we also write down the rule (MSCRec) for the case of a single recursive
supercombinator:

FTu{sSC :B,x1:ai,...,xp aptts=1,E
(MSCREc1)

'ty SC:o(a1 — ... > a, > 1)
if o is the solutionof EU{=a; — ... > a, — 7}
and SC x1 ... x, = s is the definition of SC

We explain this rule: the type assumption for the supercombinator is 3, so the most general type.
In difference to the iterative type inference it is not universally quantified and thus when typing
the right-hand side s of the definition, all occurrences of SC are typed with the same type 8 (and
not with renamed copies). (iterative type inference uses rule (AxSC), Hindley-Damas-Milner
type inference uses (AxSC2)). Another difference to the iterative type inference is the additional
unification equation 8 = @; — ... — a, — 7. It forces the assumed type f to be equal to the
inferred type.
The Hindley-Damas-Milner type inference algorithm has the following properties:

* It terminates.

* It returns unique types (up to renaming of variables).

* Hindley-Damas-Milner typing is decidable.
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e The decidable problem whether an expression is Hindley-Damas-Milner typeable is
DEXPTIME-complete (see (Mairson, 1990; Kfoury et al., 1990a)).

* It may return more restrictive types than iterative type inference. In particular, there are
expressions that are iteratively typeable, but not Hindley-Damas-Milner typeable.

Example 5.5.15. An example that requires exponentially many type variables is:

xXg = Az.z

x1 = (x0,x0)

x2 = (x1,x1)

x3 = (x2,x2)

Xn = (xn—lexn—l)

The type of x,, contains 2" type variables.
We consider some examples.

Example 5.5.16. We type the supercombinator map with the Hindley-Damas-Milner type infer-
ence algorithm.

map f xs = case xs of {
(1 > 11
(y:iys) —> (f y):(map £ ys)
3

The assumption for the constructors is 'y = {Cons :: Va.a — [a] — [a],Nil :: Va.[a]}.
LetT' =TgU{map :: B, f :: a1,xs s as} andI" =T U {y : a3, ys :: a4}
Typing starts with rule (MSCREc):

(a) T'vrxs:1,Eq

(b) I + Nil = T9, Eo

(c) T’r (Consyys): 13, E3

(d) T"rNil: 1y, Ey4

(e) T"r (Cons (fy) (map fys)) 75 Es

(RCaskE)
I + case xs of {Nil — Nil;Cons y ys — Cons y (map f ys)} :: a, E
(MSCREcl)
I'trmap:: o(a; — as > @)
if o is the solution of E U {B = a1 — a3 — «a}
where E = E{ UEUE3UE,UE5U {1 =19, 71 = 13,0 = T4, = 75}. Types 71, ...,75 and

equations E1, . . ., E5 are computed during deriving the premises (a), . .., (e).

We write down the derivations separately:
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(AxV)
(a) I Fxs: a0

Le., 11 = as and E1 = 0.

(AxC)
(b) I +Nil :: [as],0

Le., o = [as] and E; =0

(AxC) (AxV)

I'" + Cons :: ag — [ag] — [ag], Iry:as0
(RAPP) - (AxV)
I'" + (Cons y) = ay, {ag — [ag] — [ag] = a3 — ar}, Ik ys: a0
(RAPP) - -
(c) I+ (Cons y ys) :: as, {as — [ag] — [as] = a3 — a7, 07 = 4 — as}

Le., 13 = ag and E3 = {ag — [ag] — [ag] = a3 — a7, a7 = a4 — ag}

(AxC)
(d) I + Nil :: [ag], 0

Le., ©4 = [ag] and E4 = 0.

(e)
(AxV) (AxV) (AxSC2) (AxV)
I'r fra,0, Try:asb I"+map:: 3,0, T+ f:ay,0,
(AxC) " (RAPP) " T (RArP) " N (AxV) "
I+ Cons :: a1p — [a10] — [a10], 0, Ik (f y) ais, {1 = a3 — a5} Ik (map f) @12, {B=a1 = @12}, T'Fys:ag0
(RArp) - " - (RArp) - -
I’k (Cons (f y)) :: @11, {a10 = [@10] = [@10] = @15 = a11,01 = a3 = @15}, T+ (map f ys) =2 @13, {B = a1 = @12, 212 = @4 — @13}

o~
' _ I+ (Cons (f ) map [ ys)) = ans, _
{a11 = @13 = @14, @10 = [@10] = [@10] = @15 = @11, @1 = @3 — 15,8 = @1 — @12, 212 = @4 — @13}

Le., 75 = a14 and
Es = {a11 = a13 — @14, @10 — [a10] — [a10] = @15 — @11, @1 = a3 — ays,

B=a1 > a1z, a12 = @4 — 13}

In total, the equations E U { = a1 — a3 — a} have to be unified, i.e.

{as — [as] — [a6] = a3 = a7, @7 = @4 — as,a11 = @13 — @14,
a10 — [a10] = [ai0] = a15 = a1, 01 = a3 — a5, 8 = a1 — a2,
12 = a4 — @13, @2 = [as], a2 = ag, @ = a9, @ = @14}

Unification results in

o={a [ap],a1 — ag — a9, a2 — [agl, a3 — ag, aq — [ag], as — ag,
a7 - [ag] = [agl, as = [ag], a9 = [a10], @11 = [a10] = [a10],
a1z = [ag] = [a1o], @13 = [@10], @14 = [a10], @15 = 10,
B (@ — aio) = [ag] — [a10],

Le., map :: o(a1 — as — @) = (ag — a19) — [ag] — [a10].

Example 5.5.17. We consider the Hindley-Damas-Milner typing of Example Let super-
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combinator g be defined as
gx=x:( (g ’c’)»

The assumption for the constructors is I' = {Cons :: Ya.a — [a] — [a],’c’ :: Char}. Let
I'=TU{x:a,g: B}

(Axsc2) (AxC)
I"'rg:p50, I'"+’c’ :: Char, 0,
(AXC) (AxV) (AxSC2) (RAPP) -
I + Cons :: a5 — [a5] — [a5],0, I'tx:a,0 I"+g:pB,0, I+ (g’c’):: a7, {B =Char — ar}
(RArp) - (RArp) - -
I'"+ (Cons x) :: a3, a5 — [as] — [a5] =a > a3 , I (g(g’c’)) :: ay, {B = Char — a7, B8 = a7 — a4}

(RAPP) N N N N
I"+Cons x (g (g 'c’)) :: az, {8 =Char — a7, = a7 = a5 — [as] = [as] =a — a3, a3 = a4 — a3}

(MSCREC)
I'rrg:o(a— az)

where o is the solution of {8 = Char — a7, = a7 — ag, a5 — [as] = [as] =a — a3, a3 =y — @2, 8=a — a3}

Unification fails, because Char has to be unified with a list. Hence, g is not Hindley-Damas-
Milner typeable.

Example 5.5.18. We consider the supercombinator g of Example [5.5.2}
gx=1:( (g ’c’)»

LetTV =T U{x :: a,9 :: B}.

(AxSC2)

(AxC)
I'rg:pB0, I+ ’c’ :: Char, 0,
(AxC) (AxSC2) (RAPP) N
I’ + Cons :: a5 — [a5] — [a5],0, I"+1:1Int,0 I"'+rg:pB0, I+ (g’c’) ::ay, {B =Char — a7}

(RAPP) N (RAPP) N N
I+ (Cons 1) :: a3, a5 — [as] — [a5] = Int > a3 , I+ (g(g’c’)) :: ag, {B =Char - a7,8 = a7 — a4}

(AxC)

(Rarr) . . - -
I+ Cons 1(g(g’c’)) :: as, {B=Char — a7,8=a7 — ag, a5 — [a5] — [a5] = Int — a3, a3 = @y — as}

(SCREc)
F'rrg:o(a— ag)

where o is the solution of {8 = Char — a7, 8 = a7 — a4, a5 — [as] — [a5] = Int — a3, a3 = a4 — a2,8=a — a3}
Unification fails, due to the equation [as] = Char.

Finally, we consider a supercombinator that has a type w.r.t. the Hindley-Damas-Milner type
inference and w.r.t. the iterative type inference, but the iterative type is more general.

Example 5.5.19. Assume the recursive data type Tree, defined in Haskell as
data Tree a = Empty | Node a (Tree a) (Tree a)

The types of the constructors are: Empty :: Va.Tree a and Node :: Ya.a — Tree a —
Tree a — Tree a

We type the supercombinator g defined as
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g xy = Node True (g x y) (g y X)

We first compute the Hindley-Damas-Milner type: Suppose that I contains the assumption on
the constructors. Let TV =T'U {x :: a1,y :: a9, g :: B}. For readability, we draw the derivation
trees separately:

(), (a)
I'" + (Node True (g x y) (g y x)) :: a3,
{ag — Tree ag — Tree ag — Tree ag = Bool — ay,

(RAPP)

B=a = a4, a4 = a1 = a5, 9 = a7 — a1p,

B=a1 > ap, a6 = az > a7, @19 = a5 — as}
(MSCREC)

IF'trg:o(ay — as — ag)
where o is the solution of
{ag — Tree ag — Tree ag — Tree ag = Bool — «y,
B=ay— ay,a4 = a1 — as, a9 = a7 — 10,
B=a1 — a6 =y > a7, 10 = @5 — @3, = a1 > @ > a3}

(a)
(AxSC2) — (AxV) —
IMrg:B,0, Iy : a0
(RAPP) - (AxV)
' (gy):ag, {B=a2 — as} , I"'tx:a,0
(RAPP) - -
(9yx)) :as,{B=a2— ag,a4 = a1 — as}
(D)
(AxSC2) (AxV)
"L g B0, I"Fx:a,0
(RAPP) - (AxV)
I (gx):ag, {B=a1 — ag} , I"Fy:as0
(RAPP) - -
(gxy)) a7, {B=a1 — as, a5 = a2 — ar}
(c)
(AxC) (AxC)
Are) I + Node :: ag — Tree ag — Tree ag — Tree ag, 0, I + True :: Bool, 0
(RAPP -
I'" + (Node True) :: ay, {ag — Tree ag — Tree ag — Tree ag = Bool — ay},
(b)
(RAPP)

I + (Node True (g x y)) :: a10,
{ag — Tree ag — Tree ag — Tree ag = Bool — «y,
g = ar — 10,8 = @1 — @, @6 = @3 — a7}

Unification results in
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o ={ a1 a9,
a3 — Tree Bool,
a4 — a9 — Tree Bool,
a5 — Tree Bool,
ag — a9 — Tree Bool,
a7 — Tree Bool,
ag — Bool,
a9 — Tree Bool — Tree Bool — Tree Bool,
a19 — Tree Bool — Tree Bool,
B+ as — ay — Tree Bool }

Le.,Trprg::o(a; —» as — a3) = @y — as — Tree Bool.
The Hindley-Damas-Milner type inference algorithm thus results in g :: a — a — Tree Bool.

We now consider the iterative type inference for g: Let Ty = ' U {g :: Va.a}. The first iteration
for Ty consists of the following derivation (where I') = T'g U {x :: @1,y :: @2}):

(c), (a)
Iy - (Node True (gx y) (gyx)) :: s,
{ag — Tree ag — Tree ag — Tree ag = Bool — ay,

(RAPP)

B1=a2 = a4, a4 = a1 — a5, @9 = a7 — A0,

B2 = a1 — ag, a6 = a3 —> a7, @19 = @5 — a3}
(SCREc)

F() I—Tg::O'(aq—>a'2—>oz3)
where o is the solution of
{ag — Tree ag — Tree ag — Tree ag = Bool — ay,
B1=as = ag, a1 = a1 > a5, a9 = a7 — 1,
B2 = a1 = as, a6 = @2 > a7, @10 = @5 — a3}

(a)
(AxSC) - (AxV) -
IoFg:p1,0, IoFy a0
(RAPP) , : (AxV) —————
(RAe) Lor(9y) s ay, {B1=a2 — ay} , IHrx a0
PP N B
(gyx)) a5, {B1=as > a4, a4 = @1 — as}
(b)
(AXSC) ——————— (AxV) ————————
IiFg:pB2,0, [HFx:a,0
(RAPp) , : (AXV) ————————
(RAP) Iy F(gx) g, {f2=a1 — as} , [oFy:az0
PP

(gxy) a7, {B2 = a1 = @, a6 = a2 — a7}
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(c)

(AxC) (AxC)
Iy + Node :: ag — Tree ag — Tree ag — Tree as, 0, I + True :: Bool, 0

(RAPP)

Iy + (Node True) :: ay,
{ag — Tree ag — Tree ag — Tree ag = Bool — g}
(b)
Iy + (Node True (g x y)) :: @10,
{ag — Tree ag — Tree ag — Tree ag = Bool — ay,

(RAPP)

@9 = a7 — @10, B2 = @1 — @6, a6 = @2 — ar}
Unification results in

o ={ B1+ ay > a; — TreeBool,
P2 — a1 — ay — Tree Bool,
a3 — Tree Bool,
a4 — a1 — Tree Bool,
a5 — Tree Bool,
ag — a9 — Tree Bool,
a7 — Tree Bool,
ag +— Bool,
ag — Tree Bool — Tree Bool — Tree Bool,
ay1g > Tree Bool — Tree Bool }

This results in g :: o(a1 — ay — a3) = @1 — ay — Tree Bool. Now Iy =T'U {g ::
Va, B, — B — Tree Bool}. A further iteration shows that I'1 is consistent (we omit it)

Thus the iterative type inference algorithm returns g :: a — b — Tree Bool and the iterative
type is more general than the Hindley-Damas-Milner-Type. In the Haskell interpreter, the more
specific type is derived:

*Main> let g x y = Node True (g x y) (g y X)
*Main> :t g
g :: t -> 1t -> Tree Bool

If the programmer assigns the more general type, then Haskell verifies it:
*Main> let g :: a -> b -> Tree Bool; g x y = Node True (g x y) (g y X)
*Main> :t g

g :: a ->Db -> Tree Bool

The Hindley-Damas-Milner type inference algorithm has the property, that well-typed programs
are never dynamically untyped. Also, the progress lemma holds, i.e. Hindley-Damas-Milner
typed programs are reducible or WHNFs. Type preservation also holds n KFPTSP+seq for
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Hindley-Damas-Milner typing. If recursive let-expressions are used instead of supercombina-
tors, then it may happen that Hindley-Damas-Milner typed expressions are reduced to expressions
that are no longer Hindley-Damas-Milner typed (nevertheless the expression is still iteratively
typed, so no dynamic type error will occur) An example is

let x = (let y =\u -> z in (y [], y True, seq x True)); z = const z x in x

The expression is Hindley-Damas-Milner typeable. After a so-called (/let)-reduction which
flattens the let-bindings, the expression becomes

let x = (y [1, v True, seq x True); y = \u -> z; z = const z X in X

This expression is no longer Hindley-Damas-Milner typeable, since y and x are typed together.

5.6. Conclusion and References

We introduced the polymorphic type systems for KFPTSP+seq-expressions and supercombi-
nators, where we explained two type inference algorithms and analyzed their properties. The
content of this chapter mainly stems from (Schmidt-Schaul3, 2009)).

The Hindley-Damas-Milner type inference algorithm was invented in (Milner, 1978]) and similarly
already in (Hindley, 1969). In (Damas & Milner, 1982) soundness and completeness of the
algorithm was shown. The iterative type inference algorithm mainly stems from (Mycroft,
1984).
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6.1. Formal Semantics

A semantics of a programming language is used to formally describe the behavior of programs
and its effect on the environment. Thus it represents the meaning of a programming. Such a
semantics is necessary to reason on correctness of program optimization, program translation,
program transformation and for verifying programs.

The research field of formal semantics for programming languages (see e.g. (Gunter, 1992;
Winskel, 1993; Mitchell, 1996} Stump, 2013)) investigates this topic. In general there exist the
following approaches of semantics for programming languages which can be briefly described
as follows:

An axiomatic semantics defines the meaning of programs using logical axioms. Properties
of programs can then be deduced using logical inference rules. A prominent example for an
axiomatic semantics is the Hoare calculus (see (Hoare, 1969)) where triples {P} C {Q}) are
used to describe the effect of the programs on the environment: if precondition P holds and
command C is executed, then postcondition Q holds. An inference rule is the following rule for
sequencing:

{P} C1 {0}.{Q} C2 {R}
{P} C1;C2 {R}

An operational semantics defines how a program is executed, i.e. it describes the evaluation of
programs. There are different models used for operational semantics: state transition systems
where a state describes the current state of the program and maybe the machine memory. The
transitions define how the next state is computed. Using abstract machines a machine model is
used to define the execution of programs. Finally, rewriting systems define how programs are
rewritten to compute the successor in a sequence of an evaluation. We already used rewriting
systems to describe the operational semantics of the lambda calculus and the functional core
languages. The Turing machine can also be seen as an abstract machine, however the programs
are hard coded in the set of states, thus there the program is not adjustable. In contrast, a
universal Turing machine interprets its input as a Turing machine, so it is an interpreter of Turing
machine. This is an operational semantics, however the programming language (consisting of
TM descriptions) is a bit unusual for a programmer.

A further criterion for classifying operational semantics is the distinction into small-step and
big-step semantics. While the former describes evaluation using small steps, i.e. in general an
evaluation consists of multiple steps, the latter describes the evaluation within few (mostly one)
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steps. The operational semantics that we have defined for the lambda calculus and the functional
core languages are small-step semantics.

Usually operational semantics are intuitive, but reasoning using operational semantics is often
seen as difficult and complex.

A denotational semantics (see e.g. (Stoy, 1977;|Schmidt, 1986; [Tennent, 1994)) maps programs
into mathematical objects which are used as the denotation of a program and thus represent the
meaning of a program. A wide-spread approach for denotational semantics is using domains,
i.e. partially ordered sets.

A contextual semantics defines contextual equivalence as an equality notion on programs. The
equivalence class can then be seen as the semantics of the program. We already have seen the
contextual semantics for the call-by-name and the call-by-value lambda calculus.

A transformational semantics usually transforms the program in a program of another language
(or a sublanguage) and then the semantics of the target language is used. This can for instance
be used to remove syntactic sugar or for example, when expressing recursive supercombinators
with the fixpoint operator.

A desired property of every semantic description is compositionality which means that the
semantics of a program can be computed from the semantics of the subprograms. For example,
if (-) compute the semantics, then (s + ) = (s) + (¢} should hold.

In this chapter we will consider different forms of operational semantics and denotational se-
mantics. We do not consider axiomatic semantics. Instead of a functional language, we consider
a core language of imperative programming. The language is called IMP. It can for instance, be
found in (Winskel, 1993).

Definition 6.1.1. Let V be a non-terminal for storage locations (generating a countably infinite
set Loc of storage locations x, y, . ..). Let n,m represent arbitrary integers. The syntax of IMP-
programs is generated by the non-terminal Cmd, which uses arithmetic expressions generated
by the non-terminal AExp and boolean expressions generated by the non-terminal BExp

AExp ::=n|V | AExp + AExp | AExp — AExp | AExp = AExp
BExp ::= True | False | AExp = AExp | AExp < AExp
| -BExp | BExp V BExp | Bexp A BExp

Cmd ::=skip |V := AExp | Cmd; Cmd
| if BExp then Cmd else Cmd fi | while BExp do Cmd od

Example 6.1.2. We show some example programs.
The program
yi=2:2=4x=y+2
will assign 2 to storage location y, 4 to storage location z, and 6 to storage location Xx.

The program
x:=1;y:=100;while0 < ydox:=x=*y;y:=y—1o0d
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computes 100!,
The program
s:=0;i:=100;while1 <idos:=s+ixi;i:=i—1od

computes the sum Y150 i2.

6.2. Operational Semantics

A state is a partial function o : Loc — Z. such that Dom (o) is finite. Le., it assigns an integer
to a finite set of storage locations. Storage locations store numbers, but no boolean values.

The behavior of programs that access storage locations before initializing them, can be defined
in different ways (for example, all locations could be initialized with a default value like 0). We
treat such an access as a runtime error.

6.2.1. A Big-Step Semantics

We define the evaluation of arithmetic expressions, boolean expressions and commands as a
big-step semantics. We introduce the notation and later axioms and inference rules.

Definition 6.2.1 (Evaluation Relation). Let X be the set of all states, i.e.
Y={o | o :Loc—> Z A Dom(o) is finite}.

For o € £ and x € Loc, o(x) € Z is the value of storage location x, or if o is not defined for x,
o(x) =1

A configuration (s, o) consists of a command, arithmetic expression, or boolean expression s
and a state o € X.

We use the evaluation relation | for all three kinds of configurations:

 For an arithmetic expression a, we write {a, o) | n to denote that a evaluates to a number
n € Z in state o.

» For a boolean expression b, we write {b, o) | True or (b, o) | False, to denote that b
evaluates to boolean value True (or False, resp.) in state o.

» For a command c, we write {c,0) | o’ if ¢ changes the state o to state o”’.

Note that | is a relation and not necessarily a function. If we would define it as a function,
we would enforce that evaluation is deterministic by definition, but this determinism should be
a consequence of the definition. Or from another view, if we define it to be a function, but
an evaluation rule is non-deterministic, then we (accidentally) introduce a wrong rule. Thus,
allowing a relation, and then proving that it is in fact a function, seems to be the right way.
However, there are cases where a relation is required, for instance, if our programming language
would have a true random number generator.
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In the following section we list axioms and derivation rules for the big-step semantics of IMP.

We use the notation
premises

conclusion

6.2.1.1. Rules for Evaluation of Arithmetic Expressions

The rules for evaluation of arithmetic expressions are:

(ar, o) L m (a2,0'>ln2.
(AXxXNum) —— (Sum) ifn’ =ny +ny
(n,o) Ln (a1 +az, o) | n’
. . (a1,0) L m1 (az, o) L na
(AxLoc) if o-(x) is defined (Prod) p ifn =ny-ny
x,0) | o(x) {ay *aqg,0) | n
_Aar,o)yln (az, o) lny
(Diff) ifn’ =n1 —no

(a1 —az, o) | n’

The axiom (AxNum) states that a number evaluates to a number, with axiom (AxLoc) the value of
a location is looked up (if it is defined), the rules (Sum), (Prod), (Diff) compute the sum, product,
or difference of two numbers. Note that for instance, a; + ag is syntax of the programming
language, while n’ = ny + no is meta-notation.

6.2.1.2. Rules for Evaluation of Boolean Expressions

The rules for evaluation of boolean expressions are:

(ar, o) ln (az,0) [m
(AXT) (Eq) ifn=m

(True, o) | True

(AxF)

(False, o) | False

(ar, o) ln (ag,o) | m
(Leq) ifn<m
(a1 £ as, o) | True

(b1,0) | True (bs,0) | True

(AndT)
(b1 A by, o) | True
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(a1 = as, o) | True

(ai,o) ln (ag, o) lm
(NEq) ifn#tm
(a1 = as,0) | False

(ar,o) ln {az,0)lm

(a1 £ as,0) | False

(NLeq) ifn>m

(b1,0) | False
(b1 A by, o) | False

(AndF1)
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(b1,0) | True (bs,0) | False (b1,0) | False (bo,0) | False
(AndF2) (OrF)
(b1 A by, o) | False (b1 V by, o) | False
(by1,0) | True (b1,0) | False <(bo,0) | True
(OrT1) (OrT2)
(b1 V by,0) | True (b1 V by, o) | True
(b,0) | False (b,o) | True
(Notl) ——— (Not2)
(=b,0) | True (=b,0) | False

Axioms (AxT) and (AxF) state that a boolean value evaluates to a boolean value. Rules (Eq) and
(Neq) evaluate the boolean value of an equality test on arithmetic expressions. Note that in the
premise the evaluation of arithmetic expressions is used. Rules (Leq) and (NLeq) evaluate an <-
operator. Rules (Notl) and (Not2) evaluate the negation. Rules (AndT), (AndF1), and (AndF2)
evaluate a conjunction, rules (OrT), (OrF1), (OrF2) evaluate a disjunction. Note that conjunction
and disjunction are evaluated “sequentially”, i.e. if the value of can be calculated when the
left value is available, the right value is not computed. This means (True V b, o) | True and
(False A b, o) | False for every b, in particular when b is undefined.

Example 6.2.2. For o = {x — 10,y — 7,z +— 8}, we can built the derivation tree for the
arithmetic expression x <y +4 VvV w as follows

AxLoc —————  AxNum —
3oy LT .oy ld
AxNum —— Sum ifl1l1=7+4
(x,o) | 10 (y+4,0) | 11
Leq if10 <11
(x<y+4,0) ] True

OrT1

(x<y+4Vvw,0) ]| True

The construction is done bottom-up, until the top of the tree consists of axioms and thus no more
premises have to be shown.

Note that the semantics does not prescribe an exact order of evaluation (for instance in a; + as,
the semantics does not fix the order of evaluation a; and as). This is a typical characteristics of
a big-step semantics — it leaves some freedom in the implementation.

We could change this, by either fixing the order as an instruction in the premise of the rules, or
by changing the rules, such that they distinguish between expressions and values, for instance,
replacing the rule (Sum) by the following two rules would enforce left to right evaluation of
addition:

(a,o)ln (n+az,o)lm (ag,0) L n

{a1+as,0) | m (m+as,o) | n

ifn =m+n
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6.2.1.3. Rules for Evaluation of Commands
The rules for evaluation of commands have side-effects, i.e. they modify the state o-. We write
o [m/x] for the state o where the value of x is changed to m, i.e.

o [m/x](y) = {o-(x) ify#x

m ify=x

The evaluation rules are:

(AxSkip) (Asem) (a,0) | m (Seq) (c1,0) Lo’ {co,0’) | o
X 1 R — sgn ¢
Pkino) e 0 =ao) lolmil L (ereno) Lo
(b,o) | True {(c1,0) | o’ (b,o) | False (co,0) ] o’
(IfT) (IfF)
(if bthencyelsecy fi,o) | o’ (if b thency elsecy fi,o) | o’

(b,o) | True (c,o) | o’

(b,o) | False (while bdocod,o’) | o”
(WhileF) (WhileT)
(whilebdocod,o) | o (while b docod,o) | o’

The axiom (AxSkip) states that evaluation of the skip-command does not change the state.
The rule (Asgn) evaluates the assignment, by evaluating the right-hand side and then modifying
the state. The rule evaluates sequential composition of programs. Note that the different states
enforce left to right evaluation. Rules (IfT) and (IfF) evaluate an i f-then-else-command where
depending on the value of the boolean expression the then- or the else-branch is evaluated.
Rule (WhileF) is used to finish the evaluation of a while-command if the condition evaluates to
False. The rule (WhileT) treats the case that the while-condition is True: then the body of the
loop is evaluated once, and the newly derived state is us to evaluate the while-command again.

Example 6.2.3. We show some examples for the evaluation of commands.

The evaluation of ¢ = x := 1;y := 2 in the state {x — 2} is

(AxNum) (AxNum)
(L{xm2h 1 @2 A{x—1}) ]2

(Asgn) (Asgn)
x:=1{x—2} | {x— 1} (y=2,{x—1H | {x—1,y—2}

=Ly =2{x—2) ]| {x— 1,y 2}

(Seq)
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The evaluation of while =(x < 1) doy := y + 1;x :=x — 1 od in the state {x — 2,y > 0} is

(=(x<1),{x—> 2,y 0}) ] True (a)
(p=y+lix=x-L{xm2y-0) L {x— 1Ly 1} (b)
(while=(x < 1)doy:=y+Lix:=x—-1lod,{x—> 1,y—1}) [ {x > 1,y > 1}(c)

(WhileT)
(while=(x <1l)doy:=y+Lx:=x—-1lod,{x—2,y—0}) | {x > 1,y 1}

where we show the derivations of three judgments (a), (b), (c) separately:

For (a):
(AxLoc) (AxNum)
x,{x—>2,y—>0}) ]2 1,{x—2,y—>0}) |1
(NLeq)
(x<1,{x— 2,y 0}) | False
(Notl)
(=(x £1),0) | True
For (b):

(y=y+1L{x—2,y—> 0} | {x—> 2,y 1} (b])
xx=x-1L{x 2,y 1} | {x—1,y—> 1} (b2)

(y=y+Lx=x-1L{x—2,y—> 0} | {x—1,y— 1}

(Seq)

Again we show the premises (bl) and (b2) separately:

For (bl):

(AxLoc) (AxNum)
Oy, {x—2,y—>0})]0 1,{x—2,y—>0}) |1

y+L{x—2,y—0}) |1
(y=y+L{x—2,y>0) ] {x— 2,y 1}

(Sum)

(Asgn)

For (b2):

(AxLoc) (AxNum)
x,{x—> 2,y 1}) ][ 2 L{x—2,y—> 1} |1

x-1,{x—2,y—>1} |1
xx=x-1L{x 2,y 1) | {x— 1y 1}

(Diff)

(Asgn)

D. Sabel, Programming Language Foundations, Winter 2024/25 97 Last update: January 8, 2025



6. Semantics

For (c)
(AxLoc) (AxNum)
L )(x,{x'—>1,y'—>1}>ll L{x—1y—1H |1
e
e (x<1),{x— 1,y 1}) | True
(Not2)
(7(x<1),{x— 1,y 1}) | False
(WhileF)

(while=(x < 1)doy:=y+L;x:=x—-lod,{x— Ly 1} | {x—> 1L,y 1}

Example 6.2.4. Let o be an arbitrary state. Trying to derive (while True do skip od) | o’
for some state o’ in a bottom-up manner starts with

(AXT) (AxSkip)
(True, o) | True (skip,o) | o (while True do skip od, o) | o’

(WhileT)
(while True do skip od,o) | o’

Now the third premise has to be shown (i.e. the derivation tree replacing the dots is missing). But
the premise to be shown, is exactly the conclusion of the whole tree. Hence, the construction of
the derivation tree will not finish and thus no derivation tree exists.

6.2.1.4. Evaluation is Deterministic

In this section we show that evaluation is deterministic, i.e. if (¢, o) | ¢’ and {c,o) | o”, then
o' =0d".

We first proof that evaluation of arithmetic expressions is deterministic

Lemma 6.2.5. Let a be an arithmetic expression and o € X. If {a,0) | nand {a, o) | n’ then
n=n'

Proof. By structural induction on a. If a is a number m, then only (AxNum) is applicable which
always results in (m, o) | m and thus n = n’ = m. If a is a storage location x, to derive number n
and n’ as in the claim of the lemma, only axiom (AxLoc) can be used. This shows that o-(x) must
be defined and that applying the axiom always results in {(x, o) | o(x) and thus n = n’ = o (x).

If a = a1 + a9, then the induction hypothesis shows that the derivations {a;, o) | n; are
deterministic. Then the rule (Sum) must result in (aq + a2, o) | m where m = ny + ny. Thus
n =n’ = m must hold. The cases a = a1 * as and a = a; — as are completely analogous. |

Lemma 6.2.6. Let b be a boolean expression, o € X and {(b,0) | v and {(b,0) | vo then
V1 =V9

Proof. By structural induction on b. If b is a boolean value, then only (AxT) or (AxF) is
applicable which always results in (b, o) | b and thus v; = vy = b. If b is a conjunction by A ba,

Last update: January 8, 2025 98 D. Sabel, Programming Language Foundations, Winter 2024/25



6.2. Operational Semantics

then by the induction hypothesis the evaluations (b;, o) | w; are deterministic. Since the rule
(AndT) can only be applied if wy, wo are both True, rule (AndF1) can only be applied if w; is
False, and rule (AndF2) can only be applied if w; is True and wy is False, the rule application
is unique and only depends on the values w1, wo which shows v = va.

If b is a disjunction b1 V bo, then by the induction hypothesis the evaluations (b;, o) | w; are
deterministic. Since the rule (OrF) can only be applied if w1, wo are both False, rule (OrT1)
can only be applied if w; is True, and rule (OrT2) can only be applied if w; is False and wy is
True, the rule application is unique and only depends on the values w1, wg which shows v; = vs.

If b is a negation —b’, then by the induction hypothesis the evaluation (b’, o) | v is deterministic.
Then either rule (Notl) or rule (Not2) is applicable (but not both). This shows v = va.

If b is an equation a; = as, then by Lemma the evaluations {a;, o) | n; are deterministic.
Then either rule (Eq) or rule (NEq) is applicable (but not both). This shows v| = va.

If b is an inequation a; < as, then by Lemma the evaluations (a;, o) | n; are deterministic.
Then either rule (Leq) or rule (NLeq) is applicable (but not both). This shows v; = vs. |

Proposition 6.2.7. Let ¢ be a command, o € £ and {c, o) | o1 and {c,0) | 09 then o1 = 0

Proof. By the derivation of {c, o) | o1. If the derivation consists of one rule application, then
this rule must be an axiom, and there exists only the axiom (AxSkip). The o = 0 and ¢ = skip.
Then also o = o, since no other derivation rule is applicable for this case.

For the induction step, we consider the last rule that is applied in the derivation of {c, o) | o1,
i.e. the rule at the bottom of the derivation tree.

If the rule is (Seq), then ¢ = c1;c2, and the derivation step must be of the form {(c¢1,0) | o’
and {cs,0’) | o for some o’. For the derivation {c, o) | o», the final rule also must be the
rule (Seq), since no other rule matches this case, i.e. there is some o’ with {(c1,0) | ¢’ and
(c2,0") | 0o. The induction hypothesis applied to the subderivations show that o’ = ¢’” and
thus oy = 0. Thus the claim holds.

If the rule is (IfT), then ¢ = if b then ¢y else ¢y fi and (b,o) | True and {c1,0) | 071.
Lemma [6.2.6] shows that (b,0") | False is impossible. and thus also in the derivation of
(c,0) | 09 rule (IfT) must be used, where (c1,0) | oo. The induction hypothesis applied to
{c1,0) | o now shows o = 0.

The cases (IfF) and (WhileF) are similar, so we ommit them.

If (WhileT) is used, then ¢ = while b do ¢’ od and there exists o’ with (b, o) | True,{c,0) | o’
and (while b do ¢’ od,o”’) | oy.

By Lemma [6.2.6} (b, o) | False is impossible and thus for {c, o) | o» also the rule (WhileT)
must be the last used rule. Hence, there exists o’ with (¢, o) | ¢’ and (while b do ¢’ od, ") |
0. The induction hypothesis shows that o’ = ¢’” and thus also o = 0. O

Note that an induction on the structure of c¢ is not possible, since in the rule (WhileT) the
command of the conclusion occurs in the premise.
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Since evaluation is deterministic, we can express the semantics of a command as a partial function
that maps a state to a new state:

Definition 6.2.8. Let ¢ be a command, then [[c]levar : £ — X is the partial function such that
[[C]]evalo- =o' Uf(cs 0_> l o’

Note that there are programs such that [ ¢ ]l¢vq; is undefined for all states. One such program is
while True do skip od.

We can define the following equivalence ~ on commands which expresses that programs are
equivalent if there input-output behavior is the same:

Definition 6.2.9. The relation ~ is defined as c1 ~ ca iff forall o € 2 : [[c1]evaio = [c2]evaio

Lemma 6.2.10. The equivalence
(while b do c od) ~ (if b then c;while b do ¢ od else skip fi)

holds.

Proof. Let o € X. We consider three cases:
e (b,0) | False. Then (while b do c od, o) | o, since:

(b,o) | False

(WhileF)
(whilebdocod, o) | o

Also (if b then c;while b do c od else skip fi, o) | o holds, since:

(AxSkip) ———————
(b,o) | False (skip,o) | o

(if b then c;while b do ¢ od else skip fi,o) | o

(IfF)

This shows [while b docod]eyq0 = [1f b thenc;while bdocodelse skip fi|eypq0 =
o in this case.

e (b,0) | True. If (while b do c od, o) | o’ then o’ must exist such that {c,o) | o”
and (while b do c od,o”’) | ¢’ must hold (by rule (WhileT)).

Then the following derivation can be constructed:

(c,o) | 0" (whilebdocod,c”) | o’
(Seq)
(b,o) | True (c;while bdocod,o) | o’
(if b then c;while b do ¢ od else skip fi,o) | o’

(IfT)
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If there does not exists any ¢ such that (while b do c od, o) | ¢, then there doese
not exist a ¢’ with {(c,o) | ¢” or {c,0) | o’ and there does not exist a o’ such
that (while b do c od,o”) | o’. In both cases, there does not exist o’ such that
(if b then c;while b do c od else skip fi, o) | ¢, since both parts are required for
the derivation tree.

If (if b then c;while b do ¢ od else skip fi, o) | ¢, then o’ must exist, such that
(c,o) | ", and (while bdocod,o”) | o’. Then the following derivation can be
constructed:
(b,o) | True {c,o) | o” (whileb docod,o”) | o’
(whilebdocod,o”’) | o’

(WhileT)

If there does not exist o’ with (if b then c;while b do ¢ od else skip fi,o) | o/,
then the reasoning is analogous to the previous case showing that there does not exist o’
with (while b docod,o) | o’.
This shows [while b docod]eyq0 = [1f b thenc;while b docodelse skip fi|eypqi0
for all subcases of the case (b, o) | True.

 if (b, o) | v does not hold for any v. Then there must be a storage location x that occurs
in b, such that o(x) is not defined. Then [[while b do ¢ od].yq0 is not defined and

also [if b then c;while b do ¢ od else skip fi].yq0 is not defined. Thus the claim
holds. m]

Assume that ~;,;, is defined analogous to our definition of ~ with the difference, that all variables
are initialized with value 0 (i.e. o(x) = 0, if o does not define a value for x).

Then ~ and ~;,;, are different equivalences: The equivalence if b then skipelse skip fi ~;,;;
skip holds for every boolean expression b, since (b, o) will always evaluate to True or False.

In our semantics, there exists b such that if » then skip else skip fi + skip: choose
x = x for b and a o such that o(x) is undefined. Then there does not exist o’ with
[if b then skip else skip fi].,qo = o', since (b,o) | o does not hold. But
[skip]levaio = o holds by (AxSkip).

6.2.2. A Small-Step-Semantics of IMP

We define a small-step semantics — in form of a reduction semantics for IMP. This approach is
very similar to the reduction semantics that we have defined for the lambda calculus.

We will define reduction rules and reduction contexts to fix the position where the next reduction
step has to be applied (alternatively, a labeling algorithm could be used).

The relation — will operate on configurations, i.e. tuples (#, o) where # is an arithmetic expres-
sion, a boolean expression, or a command and o € X.
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Definition 6.2.11. The reduction rules are

(skip)  (skip;c,o) — (c,0)

(asgn) (x:=m,o) — (skip,o[m/x]) ifm e Z
(ifT) (if True then c; else ¢o fi, o) — {(c1,0)
(ifF) (if False then ¢ else ¢o fi, o) — (co,0)
(while) (while b docod,o) — (if b then c;while b do c od else skip fi, o)
(sum) (n+m,o) > N ,o)ifn’ =n+m

(prod) (nsxm,o) > W ,o)ifn’ =n-m

(diff) mn-m,o) >, o)ifn =n—m

(loc) x,0)y > (n,o)ifo(x)=n

(leqT) (n<m,o) - (True,o)ifn <m

(legF) (n <m,o) — (False,o) ifn>m

(eqT) (n=n,0) > (True,o)ifn=m

(eqF) (n=m,o) — (False,o) ifn#m

(orT) (TrueV b,0) — (True, o)

(orF) (FalseVv,0) — (v,0) ifv € {True,False}
(andF) (False A b,0) — (False, o)

(andT) (True Av,o) — (v,0) ifv € {True,False}
(notT) (—True,o) — (False, o)

(notF) (—False,o) — (True, o)

We define three classes of reduction contexts

Ra:=[]|Ra+a|Ra*a|Ra—a|n+Ra|n+«Ra|n—Rax

Rg::=[]|ReVDb|RgAb|FalseV Rg | True A Rg | = Rp
|Ra<a|n<Rs|Ra=a|n=Rgp

Rc =[] | Rc;c | if Rp thenci elsecs fi|x:=Ry

Definition 6.2.12. We define the reduction relation ial)

If (s,0) — (s, 0") then for every Rc-context: {(Rc[s], o) v, (Rc[s'], 07).

. . eval,rule .
To specify the used rule, we also write ————— where Tule is the name of the used rule.

Alternatively, we can use the following labeling algorithm to find the position for the next
reduction: For a command c it starts with ¢* and exhaustively applies the following shifting
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rules:
(c15¢2)* = (c];c2)
(X =a)* = (x:=a*)
if b thencelsec’ fi* = if b* thencelsec’ fi
(a1 @ az)* = (a} ®az) if ® € {+,—,%,=<}
(n* ®a) = (nda*)ifneZand® € {+,—,*,= <}
(b1 V ba)* = (b} V b2)
(b1 A bo)* = (b} Abo)
(- b)* = (=b%)
(False* Vv b) = (FalseV b*)
(True* A D) = (True A b*)

The reduction rules with labels are C is an arbitrary context that is a command and the hole may
be at at command-, arithmetic expression-, or boolean expression-position.

eval, skip

(C[skip*;c], o) ——— (Clc], o)
l .
(Clx = m*], o) —2", (C[skip], o [m/x]) if m € Z
LifT
(C[if True* then ¢ else ¢y fi], o) M (Clcr], o)
eval, 7,fF
(C[if False* then ¢q else ¢y fi], o) —— (Clc2], o)
(Clwhile b do ¢ od], o)* <2, (Clif b then c:while b do ¢ od else skip fi], o)
(Cln+m*], )M(C[n’],a)ifn’:n+m
1,prod .
(Cln *m*], U)M(C[ﬂ’],o‘)lfﬂ’:n'm
L diff _
(C[n - ]O')im——»(C[n’],O')lfn':n—m
* eval,loc .
(Clx*],o) —— (Cln],0)ifo(x) =n
1legT
(Cln < m*], o) ==L (C[True], o) ifn < m
1legF .
(C[n < m*], o) e, (C|False],o)ifn>m
l,eqT .
(C[n=n*],0) =22 (C[True], o) if n = m
eval,eqF’ .
(Cln=m*],0) —— (C|[False],0)ifn #m
lorT
(C[True* Vv b], o) SN (C[True], o)
eval,orF’ X
(C[|False Vv*],0) ——— (C[v], o) if v € {True,False}
l,andF
(C[False* A D], o) RN (C[False], o)
eval,andT .
(C|[True Av*],0) ——— (C[v],o) if v € {True, False}
l,notT
(C[~True*], o) S, (C[False], o)
(C[—-False*], o) Lvabnoth, (C[True], o)

It is possible to verify that both definitions (i.e. using the labeling algorithm or using reduction
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. . l . . . .
contexts) indeed lead to the same relation ——. The proof requires the inspection of all syntactic
cases. We omit the proof.

eval ,+ ..
for the transitive

. eval,n l . . l
We write for n — -steps (i.e. the n-fold composition of o )and

eval,* . . eval
closure and —— for the reflexive-transitive closure of —.

Small-step evaluation successfully stops if the configuration {skip, o-) for some o~ € X isreached.

. . . l .
For command ¢ and environment o, we write (¢, o) |evar o iff {c, o) RN (skip, o’).

. l .
Note that there are configurations that have no successor w.r.t. ™, but are not successful: this
hold for configurations of the form (R¢[x], o) where o (x) is undefined.

By inspecting all syntactic cases one can verify:

. . eval Ce . . . eval
Lemma 6.2.13. The reduction relation — deterministic, i.e. if {c,0) — {(c’,0’) and

l
{c,0) RN (c",0"), then ¢’ =c"” and o’ = ”.
Example 6.2.14. We evaluate the command while —(x < 1) do x := x — 1 od for the state
{x > 3}:
(while =(x < 1)dox:=x—-1od, {x — 3})
(if =(x < 1) thenx :=x — 1;while =(x < 1) dox := x — 1 od else skip fi, {x — 3})

eval ,while

eval,loc

(if 7(3 < 1) thenx :=x—1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 3})

1,legF . e
L, (if —False thenx :=x — 1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 3})

Lvalnoib, (if True thenx :=x — 1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 3})
eval,if T .
——— (x:=x-1;while—=(x £1)dox:=x—-1o0od,{x — 3})
1,1 .
RSN (x:=3-1;while~(x <1)dox:=x-1o0d, {x — 3})
eval,ds .
I, e = 2 while =(x < 1) dox i= x — 1 od, {x > 3})

LI, (skipswhile =(x < 1) dox = x — L od, {x > 2))

b P while =(x < 1) dox = x — 1 od, {x — 2})

eval,while (if =(x £ 1) thenx :=x — 1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 2})
SO, (1 (2 1) theny = x — Liwhile ~(x < 1) dox := x - 1 od else skip £i. {x = 2})
evallegF (if —False thenx :=x — 1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 2})
cvalnoth, (if True thenx :=x — 1;while ~(x < 1) dox :=x — 1 od else skip fi, {x > 2})
evab 4T, (x:=x-1ljwhile=(x < 1) dox :=x—1od, {x — 2})

bl (=2 - 1;while ~(x < 1) dox :=x — 1 od, {x > 2})

L, (= iwhile ~(r < 1) dox = x - Lod, {x - 2))

l .
RN (skip;while =(x < 1)dox:=x-1od,{x — 1})

1, ski )

T (while =(x <1)dox:=x—-1od],{x — 1})

vl uhile, (i —(x < 1) thenx := x — 1;while =(x < 1) dox := x — 1 od else skip i, {x — 1})
1,1 . e

RN (if =(1 < 1) thenx :=x —1;while =(x < 1) dox :=x — 1 od else skip fi, {x — 1})
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eval,leqT . . .
——— (if —=True thenx :=x — 1;while =(x < 1) dox := x — 1 od else skip fi, {x — 1})

eval,notT
s

(if False thenx :=x — l;while =(x < 1) dox :=x — 1 od else skip fi, {x — 1})

eval,if F'
4f> (skip, {x — 1})

One can prove that the big-step semantics and the reduction semantics are equivalent. We will
only sketch the proof. Two helpful lemmas are:

Lemma 6.2.15. Let a be an arithmetic expression and o be_a state. Then {a,o) | m iff
(a,o) 5 (m, o) by applying the reduction rules of Definition|6.2.11

Proof. The “if”’-direction can be shown by induction on the derivation tree for {a, o") | m, the
“only-if”’-direction can be shown by induction on the number 7 of steps. |

Lemma 6.2.16. Let b be a boolean expression and o be a state, v € {True,False}. Then

(b,o) Lviff(b,o) 4 (v, o) by applying the reduction rules of Definition|6.2.11

Proof. The “if’-direction can be shown by induction on the derivation tree for (b, o) | m, the
“only-if’-direction can be shown by induction on the number n of steps. Also Lemmal6.2.15|has
to be used if arithmetic expressions are evaluated. |

Proposition 6.2.17. For IMP-commands c and states o € X:

<C7 0-> leval o’ iﬁ(c’ O-> l o’
L .
Proof. We consider the “if”’-direction. If {c, o) SN (skip, o’} then {c,o) | o’. We use
induction on the number n of steps.

The base case is n = 0 and thus ¢ = skip and ¢’ = o-. Then (AxSkip) shows the claim.

! ln-1 . . : .
Ifn>0ie. {c,o0) SN (c1,01) RN (skip, o’). The induction hypothesis shows that

(cr,o1) L 0.
Now all cases of the first reduction step (and c, c1, 0, 01) have to be considered:

. eval, skip .
* If the step is a ————-step, then ¢ = skip; c; and o = 01. Then

(AxSkip) ————— ,
(skip) o (c1,0) | o

(skip;ci,0) | o’

(Seq)

. eval,asgn .
* If the step is a ————-step, then there are two possible cases
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l. c=x:=m,cy =skipand o1 = o[m/x] = ¢’. Then

(AxNum)
(m,o) L m
(Asgn)

(x:=m,0) | o[m/x]

. . eval, skip
2. ¢ =x:=m;c’, c1 = skip;c’, and o = o[m/x]. Then (skip;c’, o)
. ) . . l,n-2

(c’,01), and the induction hypothesis can also be applied to {c¢’,o071) Leene,

(skip, o’) showing {¢’,01) | o’. Then

(AxNum)
(m,o) | m
(Asgn)

x=m,0) | o1 (" o1) | o’
(Seq)

(x=micr,0) | o’

. . eval,if T eval,if L. A
* The cases that the reduction is a ———-step or ————-step, is similar to the previous

one, we omit it.

. . eval ,while .
* The case that the reduction is a ————-step also has two subcases, depending on whether

the while-command is a single command, or the first command of a sequence. We only
consider the first case, the other case is similar (but requires the (Seq)-rule in the derivation
tree).

Let ¢ = while b do ¢’ od, ¢; = if b then ¢’;while b do ¢’ od else skip fi, and
o1 = o. The reduction semantics will evaluate b until it is a boolean value (otherwise a
final configuration cannot be reached). We consider two cases:

eval,*

— bevaluatestoFalse. Then (if b then ¢’;while b do ¢’ od else skip fi,o) ——

1ifF .
(if False then ¢’;while b do ¢’ od else skip fi, o) % (skip, 09).

Then also (b, o) 5 (False, o) (by omitting the outer reduction context) and by
Lemma|6.2.16|(b, o) | (False, o). This shows

(b,0) | False

(WhileF)
(whilebdoc’ od, o) | o

eval,*

— bevaluatesto True. Then (if b then ¢’;while b do ¢’ od else skip fi,oc) ——

LifT
(if True then ¢’;while b do ¢’ od else skip fi, o) %

(c’;while b do ¢’ od,o). Then also {(b,o) 5 (True, o) (by omitting the
outer reduction context) and by Lemma (b,o) | (False,o). By the
induction hypothesis we also have {(c’;while b do ¢’ od, o) | o’. Hence there must
exist a derivation tree:
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(c',o) | og(while bdo ¢’ od,o9) | o’
(c’;while bdoc od,o) | o’

(Seq)

and thus (¢’, o) | 0» and (while b do ¢’ od, o) | ¢’ must hold.

Putting everything together this shows:

(b,o) | True (c’,o) | oy (while b doc’ od, o) | o’
(while bdoc’ od,o) | o’

(WhileT)

* In all other cases the first reduction step operates on a boolean expression or an arithmetic
expression (with an outer reduction context), We consider two cases:

1. ¢ = R;[if b then ¢’ else ¢’ fi] where b is a boolean expression. Then

I,k . l,n—k . .
(c,0) RN (R:[1if v then ¢’ else ¢” fi], o) SN (skip,o’) with v €

{True,False} and k > 1.

Then also (b, o) LA (v, o) with the reductions of Definition |6.2.11|and thus Lem-
mas[6.2.15|and [6.2.16|show (b, o) | v.

Now we distinguish on v:
— v = True: Then

eval eval,n—k-1

(R.[if v then ¢’ else ¢” fi], o) — (R.[c'], o) (skip, o)

eval,n—k—1

Since k > 0 we can apply the induction hypothesis to (R.[c¢], o)
(skip, o’y showing (R.[c’],o) | o’.

If R. = [-], then this shows

(b,o) | True (c’,o) | o’

(if b then ¢’ else¢” fi,o) | o’

(IfT)

If R, = [-];co then (R.[c’],o) | o’ implies {¢’, o) | o and {cg, o) | o’ for
some state 0.

(b,o) | True {c’,0) | o9

(if bthenc’ elsec” fi,o) | o9 {co,00) | o’

(Seq) . ’ 142 . ’
(if b then ¢’ else ¢” fi;co,0) | o

. ! lLn—k-1
— v = False: Then (if v then ¢’ else ¢” fi, o) SN (", o) RN
(skip,0”’). Since k > 0 we can apply the induction hypothesis to

Lin—k-1 ) )
(", o) SN (skip, o) showing {(c”, o) | o’.
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Putting everything together shows

(b,o) | False (c’,o) | o’

(IfF)
(R.[if b then ¢’ else ¢’ fi], o) | o

2. ¢ = R.[x := a] where a is an arithmetic expression. This case can be proved
analogously to the previous one.

For the “only if”’-direction the induction has to be done on the derivation tree. We omit it. |

The language IMP is Turing complete. This can be shown by simulating a Turing machine with
an IMP-program. In (Schoning, 2008) a similar language is shown to be Turing complete, by first
showing that While-programs compute the same functions as Goto-programs and then shown
Turing completeness of Goto-programs.

We only roughly sketch a direct proof of showing Turing completeness of IMP: for a Turing
machine configuration wgw’, the words w, w’ and the state g are encoded as numbers to a
base that is large enough to capture the tape alphabet and then encoded as integers. The three
numbers are stored in storage locations x,,, x,,/, X4 of the IMP-program. Operations of a Turing
machine (i.e. replacing the current symbol and moving the read-/write-head) are operations on
the numbers that can be implemented using division with reminders which can be expressed in
IMP by using subtraction, addition, and multiplication. The state transition of Turing machine is
encoded by a single while-loop: The while-condition checks whether x, contains a state number
that corresponds to an accepting state of the TM. If yes, the condition is false, the while-loop
is finished and the IMP-program successfully stops. Otherwise the body of the while-loop
performs one step of the TM. The body consists of nested if — then — else-commands: for
each if b then ¢y else c¢o fi, co contains the next if — then — else or skip if it is the last
one. The condition b checks the state g stored in x, and the first symbol a of w’ stored in x,,-
and the code c; performs the transition defined by 6(q, a): it adjusts the content of x,,,x;,, x4
accordingly.

This sketch shows that IMP-programs can simulated Turing machines and thus IMP is Turing
complete. Note that the construction requires arbitrary large numbers. If the size of numbers
where restricted, then IMP-programs would not be Turing complete.

6.2.3. An Abstract Machine as Operational Semantics of IMP

Defining the operational semantics in form of an abstract machine is a very explicit method to
describe the semantics. However, it is machine-independent and the abstract machine can then be
implemented on real machines. Often, an abstract machine can be implemented more efficiently
than for instance the reduction semantics.

For reasoning, an abstract machine can also be used, but often the other formalisms are better
suited.

‘We define an abstract machine for IMP.
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Definition 6.2.18. The state of the IMP machine is a triple (E, T, S) with
* Environment E that maps storage locations to numbers (similar to states o used before).

* Current task T which might be a command or an (arithmetic or boolean) expression which
is executed.

e Stack S: Contains numbers, boolean values (as intermediate results) and commands (which
will be executed later). We use list notation for stacks and write s1; S2; . . . ; s, for a stack
with n elements s1, . . ., s, where the top most element is s1. We also write s1; S to denote
a stack with top element s1 and S is the remaining stack. With [| we denote the empty
stack.

For a command c, the start state of the IMP machine is the tuple (0, c, []). Fora given environment
E we might also start the machine with (E, c, []).
A final state of the IMP machine is any state of the form (E, skip, []), i.e. the task is the command

skip and the stack is empty. The result (or output) of the IMP machine is the environment E of
the final state.

The IMP machine may run infinitely if a non-terminating program is run. If the program
uses undefined storage locations, the IMP machine will get stuck. This case is treated like
non-termination.

Definition 6.2.19. We define the transition relation ~» of the IMP machine:

(E, (c15¢2), ) ~ (E,c1,¢2;5)
(E,x:=a,S) ~  (E,a,x :=;85)

(E,n,x :=;8) ~  (E[n/x], skip, S)
(E,x,S) ~ (E,n,S)ifE(x)=n
(E,while b do c od, S) ~> (E,b,[T : c;while b do c od, F : skip];S)
(E,if b thency elseco £fi,S) ~» (E,b,[T :c1,F :c2];S)
(E, skip,c;S) ~ (E,c,S)

(E,True, [T : c1, F : c2];S) ~ (E,c1,9)

(E,False, [T : c1,F : c3];S) ~  (E,c9,8)

(E,a1 +as,S) ~  (E,ay, (+a2);9)

(E,n, (+a);S) ~ (E,a, (n+);S)

(E,m, (n+);S) ~ (E,m,S)ifm =n+m
(E,a1 — a2, S) ~ (E,a1,(-a2);$)
(E,n,(-a);9) ~  (E,a,(n-);S)
(E,m,(n-);S) ~ (E,m’,S)ifm" =n—m
(E,ay *as,S) ~ (E, a1, (xa2);S)

(E,n, (xa);S) ~  (E,a, (n%);S)

(E,m, (nx);S) ~w (E,m’,S)ifm =n-m
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(E,b1 /\bQ,S) Ny (E, bg,(/\ bg),S)
(E,True, (A b3);S) ~ (E, by,S)
(E,False, (A b2);S) ~»  (E,False,S)
(E,bl \/bQ,S) > (E, bg,(\/ bg),S)
(E,True, (V b2);9) ~» (E,True,S)
(E,False, (V b3);S) ~  (E, by,S)
(E,=b,S) ~  (E,b,—;S)
(E,True, —; S) ~» (E,False,S)
(E,False,—;S) ~» (E,True,S)

(E,a1 = as,S) (E, a1, (= az);5)
(E,I’l, (: Cl),S) (E,Cl, (I’l :)7S)
(E,m,(n=);S) (E,True,S) ifm=n
(E,m,(n=);5) (E,False,S) ifm #n

(E,ay € as,S)
(E,n,(<a)s)
(E,m,(n <);9)
(E,m, (n <);S)

The stack entries are:

e commands ¢

LI T A

(E,a1, (< az);S)
(E,a, (n<);S)
(E,True,S) ifn <m
(E,False,S) ifn>m

* branches [T : c1, F : c3] to continue the evaluation of a conditional or a while loop
* x := meaning that x has to be updated in the environment

* (&t) means that the current task evaluates the left argument of operator ®. If this task
is finished the entry marks how to proceed. This is used for arithmetic and boolean
expressions t and operators ® € {+,—,*,=, <, A, V}

* = to negate the result of the current task

* (n®) means that the right argument of & is evaluated in the current task and after success
the operator with n as first argument is applied. Here n is a number and ® € {+,—, *,=, <}

Example 6.2.20. We consider the program x = 2;while 2 < x do x := x — 1 od and evaluate
it on the IMP machine:
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(0,x :==2;while2 <xdox:=x-1od,[])

(0,x :=2,while2 <xdox:=x-10d)

(0,2,x :=;while2 <xdox:=x-1o0d)

({x ¥ 2},skip,while2 < xdox:=x-10d)

({x — 2},while2 <xdox:=x-10d,[])
{x—2},2<x,[T:x:=x-1;while2 <xdox:=x-1od,F : skip])
{x+— 242, <x;[T:x:=x—1;while2 <xdox:=x-10od, F : skip]
{x—2hLx,2<[T:x:=x—-1;while2 <xdox:=x-1od,F : skip]
{x+—2},2,2<;[T:x:=x-1;while2 <xdox:=x-1od,F : skip]
({x — 2}, True; [T : x :=x— 1;while2 < xdox :=x—-1o0od, F : skip])
{x—2},x:=x-1;while2<xdox:=x-10d)

{x— 2}, x—1;x:=;while2 <xdox:=x-—10d)

({x > 2}, x;—-1;x:=;while2 < xdox:=x—1o0d)

({x+— 2},2;-1;x :=;while2 < xdox :=x—10d)

{x+—2},1;2—;x :=;while2 < xdox:=x—1o0d)
({x+—2},1;x:=;while2 <xdox:=x—1o0d)

({x +— 1}, skip,while2 < x dox :=x — 1 od)

({x — 1},while2 <xdox:=x-10d,[])
{x—1}L,2<x,[T:x:=x-1;while2 <xdox:=x-1od,F : skip])
{x+—1},2,<x[T:x:=x-1;while2 <xdox:=x-1od,F : skip])
{x—1}L,x,2<[T:x:=x-1;while2 <xdox:=x-1o0d, F : skip])
{x—1}L,1,2< [T:x:=x-1;while2 <xdox:=x-1o0d,F : skip])
({x > 1},False; [T :x :=x—1;while2 <xdox:=x-1o0od,F : skip])
({x — 1}, skip, [])

)
)
)

R O 2 2 2 2 2 2 2 T T T T T T T T T

Definition 6.2.21. Let ~»> be the reflexive-transitive closure of ~» and let ~~» be n steps of ~.

*
For a program ¢ and an environment o, we write {¢, o) |apsm 0 iff (o7, ¢, D) ~» (07, skip, []).
Theorem 6.2.22. The abstract machine is equivalent to the big-step semantics and to the re-
duction semantics, i.e. {¢,0) labsm O iff {¢,0) levai 0 and {c,0) lapsm O if {c,o) | o

and

Proof. 1t suffices to show the claim for the reduction semantics. It is straight-forward by an

. . l . . . .
induction on the number of ﬂ>—steps for one direction, and another induction on the number
of ~»-step for the other direction. We leave the full proof as an exercise. O

6.3. Denotational Semantics of IMP

In this section we define the denotational semantics of IMP. The idea is of the denotational
semantics is to map each program construct to a mathematical object. Since the meaning of an
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arithmetic or a boolean expression or a command, depends on the current state of the underlying
programming, the mathematical objects itself are relations between states and number (boolean
values, or states, resp.) Since evaluation in IMP is deterministic, these relations are in fact
functions, and thus we use functions as objects, more specific, partial functions that map states
to a number, a boolean value, or another state depending on the construct (arithmetic expressions,
boolean expressions, commands). The functions must be partial, since for instance not every
state defines the needed value of storage locations, or since non-termination of loops must also
be treated as a function that is not defined for the start state.

We denote the mapping according to their syntax with A, B, and C for the denotation of
arithmetic expressions, boolean expressions, and commands. We write the syntactic argument
in [[-]] brackets, and thus

« for arithmetic expressions a, Afa] : £ — Z
* for boolean expression b, B[[b] : £ — {True,False}
* for commands ¢, C[c] : £ — X

where all images are partial functions.

Remark 6.3.1. A partial function f : M — N is not necessarily defined for elements of M. The
domain of a partial function f, is denoted as Dom/(f). It is the subset of M where f is defined
(for a total function, Dom/(f) = M holds). The function f with Dom(f) = 0 is never defined,
and also called the empty function, written as (.

We use A-notation to define the denotation, where we write Ao € X. ... to explicitly write that
o must be state. d

Definition 6.3.2 (Denotational Semantics of Arithmetic Expressions).

Aln] = Ao eXn ifne”Z

Al x] = Ao € X.0(x) ifx € Loc

Alar +az]] = Ac e Z.(Afa1]o) + (Al az]o)
Alar —az] = Ao € Z(Ala1]o) - (Alaz]o)

Al a; * a2

Ao e Z.(Alai]o) - (Al az]o)

Note that if o(x) is not defined, then x ¢ Dom (Ao € Z.0°(x)).

We assume for the denotation of boolean expressions, we also have boolean values True, False in
the denotation with conjunction and disjunction that evaluates sequentially. We do not use
different notation between the syntactic objects and the denotational objects.
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6.3. Denotational Semantics of IMP

Definition 6.3.3 (Denotational Semantics of Boolean Expressions).

B[ True] = Ao € L.True

B[ False] = Ao € X.False

Blai =az] = Ao e EZAai]o=Aaz]o
Blar < az]| = Ac € ZA[ar]o < Alaz]o
B[ -b] = Ao € Z.~(8B[b]o)

B[[bl \% bQ]] = Ao € Z.(B[[bl]]O') \% (B[[bg]]()’)
B[[bl A bg]] = Ao € Z.(B'Ibl]](f) A (Bﬂbz]]O’)

For the denotational semantics of commands, we introduce a helper function
cond: (X > Bool) 5 (X522 (E>5X)>X->%

defined as
g1 0, if fo =True

(cond f g1 g2) o = { .
g2 o, if f o =False

We also defined the identity:
idy ;= Ao € Z.00

Now we can define the denotation of all commands except for while:

Definition 6.3.4 (Denotation of Commands (without while)).

Clskip] = ids
Clx := 4] = Ao € X.o[(Ala]o)/x]
Clico; 1] = Clei] oCleo]

= Ao € Z.(Cler]D(Cleo]o)

C[if b then cg else cq fi] Ao € E.(cond (B[ b]) (Clcol) (Cller])) o

Note that o ¢ Dom(C|x := a) if (A[a] o) is undefined.

Defining the denotation of while is not as straight-forward as one could imagine. A first approach
is to use the equivalence

while b docgod ~ if b then cp;while b do ¢y od else skip fi

This results in
C[[while b do ¢ od] := Ao € =.(cond (B[ b]) (C[co;while b do ¢y od]) ids) o
which can be simplified to

C[while b do ¢g od] := cond (B[ b]) (C[co;while b do ¢g od]) ids
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Computing the denotation for the sequence cg;while b do c¢q od, this results in

C[while b do ¢ od] := cond (B[ »]) ((C[while b do ¢y od]) o (C[[co])) ids

Now we see a circularity: the left-hand side C[[while b do co od] of the defining equation
occurs on the right-hand side. Thus, this is not a well-formed definition.

But we can use this circular description to get a solution. Let us assume, that we know the
denotation of C[[while b do ¢y od] and let us write ¢ for it (where ¢ : £ — X). Then the
circularity tells us that ¢ must satisfy the property

¢ = cond (B[2])) (¢ © (Clcol)) ids

This equation can be rewritten as
¢ =T(p)

if we define
[:=Au € (X - X).cond (B[b]) (uo(Clco])) ids

Note thatT": (£ — X) — (£ — X), i.e. it takes a function of type ¥ — ¥ and returns a function
of type Z — Z.

In fact, we do not know the denotation ¢, but now we know what it should be. The denotation
of C[[while b do ¢¢ od] is a fixpoint of T'!

Indeed, we will use the least fixpoint of I', and to be correct we would need to prove that the
fixpoint exists and that it can be constructed. We omit this part and refer to (Winskel, 1993) and
(Stump, 2013)), where the latter contains a lot of details and exact proofs.

Let us write Fix(I") for the least fixpoint of I".
Definition 6.3.5 (Denotation of while).

C[[while b do c¢ od] := Fix(I)

where I' := du : £ — X.cond (B[ b]) (uo (C[co])) ids

Operationally, the idea of computing the least fixpoint is to compute the partial functions
F,[while b do co od] which represent the denotation of the while-loopwhile b do ¢ od where
only n iterations are allowed (for states o that require more than »n iterations F,, is undefined).
The denotation C[[while b do c( od] is then the union of all functions F,,[while b do ¢ od].

We can use the idea to make the computation of F;, explicit:

For n = 0, the function Fy[[while b do ¢ od] is only defined on those states o~ where no iteration
of the loop is necessary, i.e. these are the states o where B[[b]lo- = False holds. This shows

Fo[while b do c od] = {o — o | B[b] (o) = False}
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6.3. Denotational Semantics of IMP

(Note that we use set notation for functions, where all mappings are written explicitly as elements
x — y whenever f(x) = y should hold.),

For n = 1, the function F;[[while » do ¢ od] is defined on those states o~ where at most 1
iteration of the loop is necessary:

Fi[[whilebdocod] = {o+ o | B[b] (o) = False}
U {o o' |B[b](o)=Trueand C[c] (o) =0’ and B[b](¢’) = False}

The general case for n > 1 can be written as:

F,[[whilebdocod] = F,—1[[while b do ¢ od]
U {0 0’| F,-1[while b do ¢ od](c) = ¢’ and B[b](¢’) = True
and C[[c]|(¢’) = 0" and B[[b](¢0”") = False}

Since F;[[while b do ¢ od]] € F;4i[[while b do ¢ od] for all i € Ny, the infinite union can be
built, i.e. C[while b do cg od] = U,en, Ful[while b do ¢ od].

It can be shown that this union is a fixpoint of I" and that it is the least fixpoint.

Another construction of the least fixpoint is the following: start with the smallest function and
then iteratively apply I" and union all results. This will compute the least fixpoint. The smallest
function is the empty function @) which is undefined for all states. Let us write ¢; for the i-fold
application of T" to 0, i.e. ¢g = 0 and ¢; = I'(¢;_1) fori > 0. Then

Fix(D) = | ) ¢

iENQ

This union can be built, since the chain ¢y € ¢1 C @2 C ... is increasing w.r.t. C.
Example 6.3.6. We compute the denotation of while x = 0 do skip od:
C[[while x = 0 do skip od] = Fix(I") where

I' =AueX— X (cond (B[x=0]) (uoid) id)
=Au e X — X.(cond (1o € Z.0(x) =0) u id)
We compute g, ¢1, . . ..
* o =0.
* @1 = [pg. Using the definition of T":

w1 =T'py =cond (1o € Z.0(x) =0) 0 id

This can be expressed as o1 = {0+ o | x € Dom(o) and o(x) # 0}

« ¢ =cond (Ao € L.0(x) = 0) ¢ id
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If o(x) # 0, then it is 1d and otherwise it is 1. This can be expressed as
pa={0 > o |xe Dom(c)and o(x) #0}U{o — ¢i10 | o(x) =0}

But {o — @10 | o0(x) = 0} = 0, since p10 is undefined for o(x) = 0. This shows
Y2 = Q1.
* Since o = @1, we also have p; = @1 foralli > 1.
Thus Fix(I') = o1 = {o > o | x € Dom(o) and o (x) # 0}.
This matches the intuition that the program terminates (with unchanged state), if x is defined and
x # 0 holds in the initial state.

6.4. Equivalence of Operational and Denotational Semantics

In this section, we prove that the operational semantics and the denotational semantics of IMP
are equivalent. We will use the big-step semantics.

Lemma 6.4.1. For all arithmetic expressions a and states o € : Al a]loc =niff (a,o) | n

Proof. We use structural induction on a.
o If a = n, then A[[n]o = nand (n,o) | n by axiom (AxNum).
e If a = x, then A x]Jo = o°(x) and {x, ") | o(x) by axiom (AxLoc).
e If a = a1 + as, then: Aflay + az]joc =n = (Afai]o) + (A az] o)
iff (AJa1]o) = n1 and (A az]o) and n = ny + no
iff (by the induction hypothesis)
(a1,0) | nyand{az, o) | no
iff (by the operational semantics, rule (Sum))
(a1 +az, o) ln

* The cases a = a; — as and a = a1 * a are completely analogous to the previous one.

Lemma 6.4.2. For all boolean expressions b, o € X, and v € {True,False}:
Blblo =vif (a,o) Lv

Sketch. The proof is by structural induction on b. It is similar to the previous proof and
uses Lemma [6.4.T]if b requires the value of an arithmetic expression. |

Theorem 6.4.3. For all commands ¢ of IMP and o € X: C[c]lo = o’ iff {c,0) | o’

Proof. We show the “if’-direction and omit the “only-if’-direction. The latter can be proved
by induction on the derivation tree for (c¢,o) | o’. For the “if’-direction, let us assume that
Clic]lo = o’. We use structural induction on c:
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* C[skip]Jo = o and (skip, o) | o
* Clx:=a]o =o[Ala]o/x]. Assume that A[a]lo = n Lemmal6.4.1]shows (a, ) | n.
Thus we have C[[x := a]lo- = o"[n/x], and thus {x := a,0) | o[n/x].
* Cllco;c1]lo = Cller](Clco]lo) = o’. The induction hypothesis shows for all o1, 0, 073,
and oy:
- Clco]lor = o implies {cq, 1) | 02 and
- Cllc1]los = o4 implies {cq, 03) | T4.
With o1 = 0,09 = 03 = C[ ¢o]o and 04 = ¢/, rule (Seq) shows {(cp; c1,0) | .
* C[[if b then cg else ¢ fi]lo = (cond B[ b] Clco] Cllc1])o = o'.
If (B[b]lo) = True, then (b, o) | True and if (B[b]lo") = False, then (b, o) | False
by Lemma[6.4.2] By the induction hypothesis (C[[co]|o) = o implies {co, o) | o and
(Clei]o) =0 iff {c1,0) — 0.
Using rule (IfT) or (IfF), resp., this shows (if b then ¢y else ¢y fi, o) | o’.
* C[while b do ¢y od] = Fix(I') where I' := Au € (£ — X).cond (B[»]) (u o
(Clco])) id. Then

I'(p) = {o+ o | (B[|b]lo) =False}
U {o o' | (B[b]o)=Trueand (o o’) € po (C[co])}

Let ¢, :=T"(0).
Then:

owi= {0+ 0| (B[b]o) = False)
U {o - o' | (B[b]o) =Trueand (o — o’) € ¢, o (Clco])}

By induction on n, we show that (o +— ¢’) € ¢,, = (while bdocgod,o) | o’.

—n = 0: @9 = 0, thus the left-hand side of the implication is false and thus the
implication is true.

— n > 0: Assume that the claim holds for n and let (o- — ¢’) € ¢,41. Then either
(B[[p]lo) = False and 0’ = 0. Then (by Lemma [6.4.2) (b, o) | False and thus
by rule (WhileF), (while b do ¢g od, o) | 0.

If B[b]joc = True then (b,o) | True by Lemma Since (o = 0’) € @u41,
there exists o’ with (o +— o”’) € C[¢o] and (¢ +— ') € ¢,.
By the outer induction hypothesis we get (cg,o’) | o’. By the inner in-

duction hypothesis we get (while b do cg od,o”’) | o’. Rule (WhileT) shows
(while b do (cop;while b do ¢g od) od, o) | 0.

Since Fix(I") = U ¢,, we have:
(o> 0") eFix(I') = (o +— o’) € ¢, for some n

and thus (while b do ¢y od, o) | 0.
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Example 6.4.4. Consider the loop

(while True do skip od)

The  big-step  operational  semantics  cannot  derive any o’  such  that

(while True do skip od, o) | o’ for any o

The small-step operational semantics has an infinite sequence of reduction steps:

(while True do skip od, o)

eval,while

(if True then while True do skip od else skip fi, o)

eval,if T . .
——— (while True do skip od, o)

eval,while

The denotational semantics is
C[while True do skip od] := Fix(I") where " := du € (¥ — X).cond (1o .True) (uoid) id

For computing the fixpoint, we compute ¢q, ¢1, . . ..
* =0
e 1 =T'(¢g) = cond (Ao.True) (Do id) id = cond (Ao.True) O id = 0 and thus ¢1 = ¢g

Since @1 = g, this shows ¢; = ¢g = 0 and thus Fix(T") = 0. Thus the denotation is the partial
function that is undefined for every state o.

6.5. Conclusion and References

We have shown different concepts and formalisms for operational semantics and denotational
semantics. As example we used a simple but Turing complete imperative language, called IMP.
We proved equivalence of the denotational and the operational semantics.

As stated in the introduction, there are several books that explain different semantics for a small
imperative language like IMP. Very similar languages are treated in (Winskel, 1993; Stump,
2013). The presentation of the content follows the lecture notes (Schmidt-Schaul3, 2013)).
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7. Conclusion

We introduced several aspects on the foundations of programming languages, where we mainly
considered core languages of real programming languages that are Turing-complete and follow
different programming paradigms. The first chapters consider the core of functional languages,
while in the final chapter our running example was an imperative language. Besides the opera-
tional semantics and denotational semantics we studied the typing of programs which sometimes
is called its static semantics. Of course, these notes only cover some parts of the topic and can
mainly be seen as an introduction or starting point for further studies.
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A. Turing Machines in Haskell

-- Imports
import Data.List
import Data.Maybe

-- data types
-- The type Move represents the movement of the read/write-head

data Move = MLeft | MRight | MNothing
deriving (Eq, Show)

-- The type TM represents a Turing machine.

-- The input alphabet, the tape alphabet, and the set of states

-- are only represented implicitely

-- The remaining components are:

-- * start: The start state of the Turing machine

-- * accepting: The set of accepting states of the Turing machine
-- * delta: The state transition function

-- The data type is polymorphic over the tape alphabet and the states.
-- The blank symbol is represented by using the Maybe-type:

-- - Nothing means a blank symbol

-- - Just s means the symbol s of the alphabet

data TM alphabet state =

™ {
start :: state,
accepting :: [state],

-- delta receives the state and the current symbol and

-- returns the new state, the new symbol,

-- and the movement of read/write-head

delta :: (state,Maybe alphabet) -> (state,Maybe alphabet,Move)
}

-- TMConfig is a data type for Turing machine configurations:
-- The current (explored) tape content is

-- before ++ [current] ++ after,

-- the read/write-head is on the symbol current
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-- currState is the current state of the machine

data TMConfig alphabet state =

TMConfig {

before :: [Maybe alphabet],
current :: Maybe alphabet,
after :: [Maybe alphabet],
currState :: state

}

deriving(Eq, Show)

-- Functions

-- oneStep calculates one step of the TM

-- oneStep receives a TM and a TMConfig

-- if the machine is already in accepting state,

-- oneStep returns Nothing,

-- otherwise, oneStep returns Just c, where

-- ¢ is the configuration after performing one step

oneStep :: Eg s => TM a s -> (TMConfig a s) -> Maybe (TMConfig a s)
oneStep tm tc

-- already in an accepting state:

| C(currState tc) ‘elem‘ (accepting tm) = Nothing

-- not in an accepting state:

| otherwise =
case (delta tm) (currState tc, current tc) of
(s’,a’,m) -> -- successor state, symbol, movement
case m of
MNothing -> Just $§ tc {currState = s’, current = a’}
MRight ->

if null (after tc) then
Just $ tc {currState = s’,
current = Nothing,
before = (before tc)++[a’],
after = []1}
else Just $§ tc {currState = s’,
current = head (after tc),
before = (before tc) ++ [a’],
after = tail (after tc)}
MLeft ->
if null (before tc) then
error "move left on start position”
else if (null (after tc)) && (isNothing a’) then
Just $§ tc {currState = s’,
current = last (before tc),
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before = init (before tc),
after = []}
else
Just $ tc {currState = s’,
current = last (before tc),
before = init (before tc),
after = a’:(after tc)}

-- runMachine receives a TM and an input.
-- It returns the final configuration,
-- if the machine stops in an accepting state.

runMachine tm input =
let startconfig = TMConfig {current = head input,
before = [],
after = tail input,
currState = (start tm)}
go tc = case oneStep tm tc of
Nothing -> tc
Just tc’ -> go tc’
in go startconfig

-- tmEncode receives a TM and an input an returns True,

-- if the TM accepts the input

tmEncode tm input = case runMachine tm input of
(TMConfig _ _ _ _) -> True

-- Example

-- ex1 TM that searches the last symbol of the input
exl =

let

d (1,Just 0) = (1,Just 0, MRight)

d (1,Just 1) = (1,Just 1, MRight)

d (1,Nothing) = (2,Nothing, MLeft)

d (2,_) = undefined

input = [Just 0,Just 1,Just 0, Nothing]

tm =

™ {
delta = d,
accepting = [2],
start = 1

}

in runMachine tm input
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