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@ model for concurrent processes with message passing

@ several process equivalences (see [Sangiorgi & Walker'01]), mainly
bisimulations which observe input and output capabilities

@ bisimulations are usually very fine-grained

(Concurrent) \-calculi

@ canonical, very coarse-grained
Morris’ style contextual equivalence

@ based on observing successful (may- and should-) termination

@ no notion of channels and input / output

mmmmp- hard to compare both worlds

(e.g. required for expressivity results)
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Our Contributions o

@ Morris’ style contextual equivalence ~. for the w-calculus
»» requires a notion of success

»» extend the 7-calculus by a constant Stop to denote success
(similar as [Gorla'10, Peters et al.'14])

@ tools and techniques to prove contextual equivalences
»» a context lemma

»» a sound similarity

@ compare ~. with process equivalences in the m-calculus
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Syntax of the Ils,,-Calculus cormne B3

Processes: P = 7P (action)

| PP (parallel composition)

| P (replication)

| 0 (silent process)

| wvz.P (name restriction)

|  Stop (constant denoting success)
Action prefixes: 7 = x(y) input

| z(y) output

where x,y are names

Contexts: C == [|]|mC|CIP|PIC|!C|vz.C

“processes with a single hole”
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Operational Semantics St

Reduction rule for interaction:

x(y).P | T(v).Q LLN Plv/y] 1 Q
—_—— N —

receiver sender

“message v is sent along the channel "

5/17




Operational Semantics S

Reduction rule for interaction:

x(y).P | T(v).Q LLN Plv/y] 1 Q
—_—— N —

receiver sender

“message v is sent along the channel "

Reduction contexts: De D =[] | DI P|P|D |ve.D
Structural congruence =:
P=Q, if P=,Q PlOo=P vax.Stop = Stop
Pl (P P)=(P | P) | Ps PIQ=QI|P vzvwP=vwvz.P
vz. Py | P))=Py lvz. Py, if z¢ fn(P1) vz.0=0 'P=P|!P

Standard reduction
P=D[P] A P3%Q A DQI=Q
PEQ
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Example o

z(y).0 1 T(2).0 | z(y).Stop
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Exam P le SR

010 z(y).Stop x(y).0 1 0] Stop
Il Il
z(y).Stop x(y).0 | Stop

@ Process P is successful (stop(P)) iff P = Stop | P’
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Example o f

sr ST
010 z(y).Stop x(y).0 1 0] Stop
Il Il
z(y).Stop x(y).0 | Stop
not successful successful

@ Process P is successful (stop(P)) iff P = Stop | P’
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Example e
).0 1 Z(2).0 | z(y).Stop
0101 z(y).Stop y).0 1 0 | Stop
Il If
z(y).Stop x(y).0 | Stop
not successful successful

Process P is successful (stop(P)) iff P = Stop | P’

o May-convergence P iff 3P": P =5 P’ A stop(P')
Should-convergence P\ iff VP’ : P 225 P — P/|.
may-divergence P1 iff = PJ

must-divergence P} iff = PJ
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Example CERSTTAY
y).0 1 T(2).0 | z(y).Stop | and 7
0101 z(y).Stop y).0 1 0 | Stop
Il Il
z(y).Stopf z(y).0 | Stopl}
not successful successful

Process P is successful (stop(P)) iff P = Stop | P’

o May-convergence P iff 3P": P =5 P’ A stop(P')
Should-convergence P\ iff VP’ : P 225 P — P/|.
may-divergence P1 iff = PJ

must-divergence P} iff = PJ
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Contextual Equivalence cormne
Contextual Equivalence
P~.QiffVC eC:C[P] |+ C|Q] | and C[P] | <= C[Q] i}J
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Contextual Equivalence g
Contextual Equivalence
P~.QiffVC eC:C[P] |+ C|Q] | and C[P] | <= C[Q] i}J

Details
Contextual may-preorder P <. Q iff VC': C[P] | = C[Q] |
Contextual should-preorder P <. Q iff VC' : C[P] | = C[Q] |
Contextual preorder < = Zep N Zey

Contextual equivalence ~e = <. N >¢

7/17




Context Lemma oeru £

Context Lemma

If for all name substitutions ¢ and processes R:
° (¢(P)IR) | = (0(Q)IR)|and
o (c(P)IR)I = (c(Q)IR){

then P <. Q.

“it suffices to consider contexts o([-]) | R”
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“Applicative” May-Similarity o

Full applicative |-similarity P 37 | Q iff Vo : 0(P) 35,4 0(Q)
where 35 | is the greatest fixpoint of F} | and
Fy, is the operator binary relations 7 on processes, s.t. P F}, (1) Q iff

@ If P is successful, then Q).
Q If P P/, then 3Q’ with Q 5 @' and P' 1 Q.
@ If P is not successful, then:
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“Applicative” Should-Similarity o
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Q Q3 P
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Applicative Similarity: Soundness &

Theorem (Soundness)
(P35, QAQ35.P) = P<.Q

Proof (outline):
o if (P %4, Q) then (P 1 R) 4 = (Q I R) )
o if (Q 31 P) then (P R) ¥ — (@1 R) )
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Applicative Similarity: Soundness &

Theorem (Soundness)
(P35, QAQ35.P) = P<.Q

Proof (outline):
o if (P 35, Q) then ((o(P)
o if (Q 37+ P) then ((o(P)
@ apply the context lemma

)+ = (0(Q) I R) )

| R
| R) | = (0(Q) I R) })
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Theorem (Soundness)
(P2, QANQZI+P) = P<.Q

Proof (outline):
o if (P 5, Q) then ((o(P) | B) L = (0(Q) 1 R) )
o if (Q 35+ P) then ((o(P) I R) | = (¢(Q) I R) )
@ apply the context lemma

Remark: let & be an encoded choice-operator and
A:=a(x).0 B:=bz).0 C:=c(x).0

then (A& B)&C ~ A& (B&C) but (A& B)&C Z7, A& (BaC)
(main reason: 4t condition)

Open problem: find a coarser sound similarity for 1
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Tools at Work: A Correct Program Transformation o

Correctness of Deterministic Interaction
For all processes P, () the following equation holds:

va.(x(y).P17(2).Q)) ~c vz.(P[z/y] | Q)

Proof (outline):
o S:==U{(o(vz.(z(y).P 1T(2).Q)),c(va.(P[z/y] | Q)))
| for all z,y,2, P,Q, 0}
e Sand S ! are Fy -dense and Fj, 1-dense
SCFp (S)and thus S C 3y

° SCFbT( )andthusSC'<bT
o S71 CF};L( )and thus S~ C—<b¢
o S71 CFbT( )and thus S~ C_<bT
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Tools at Work: Some Laws oer

Theorem
For all processes P, () the following equivalences hold:
Q!P~ 1P
Q@ !'PI!'P~.!P.
Q!(PIQ)~!'PI!Q.
Q@ !0~.0.
@ !Stop ~. Stop.
Q!PIQ)~'PIQ)IP.
(y).wz.P ~cvza(y).Pif z & {x,y}.
(y).vz.P ~c vz.x(y).Pif z & {z,y}.

Q =z
Oz
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Analyzing the Contextual Ordering o

Theorem

Q If P,(Q are two successful processes, then P ~. Q.

@ If P,Q are two processes with P|,Q|, then P ~. | Q.
© There are may-convergent processes P, ) with P 4. Q.
@ Stop is the greatest process w.r.t. <.

© 0 is the smallest process w.r.t. <. .

@ There is no smallest process w.r.t. <.
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The Stop-free Calculus II cormne B3

IT = subcalculus of Ilstqp
without constant Stop
(in processes, contexts, .. .)

I1

HStop
Barbed Testing in 11
e Pr® = P has a barb on input z: P = D[z(y).P'] (where z is free)
o May-testing: P |, iff 3P’ : P 225 P/ A PP®
e Should-testing: P ||, iff VP’ : P 225 P/ — P/,

o Barbed may- and should-testing equivalence
[Fournet & Gonthier’05]
P ~c,barb Q iff VO : C[P] L’E — C[Q] L’E /\C[P] Hz <~ C[Q] Hz
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Conservativity

Theorem
For all Stop-free processes P, Q: P ~¢ porpy @ <= P ~. Q. J

HStop

Consequences:
o (IIstop, ~¢) conservatively extends (II, ~¢ parp)

@ the shown Stop-free equivalences also hold in (II, ~¢ parp)
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Conclusion & Future Work

Conclusion

@ Morris’ style contextual equivalence w.r.t may- and
should-convergence in a m-calculus with Stop

@ tools: context lemma, sound applicative similarities
@ several proved process equivalences using the tools

@ conservatively extends barbed may- and should-testing in the
m-calculus, s.t. results can be transferred back
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Conclusion

@ Morris’ style contextual equivalence w.r.t may- and
should-convergence in a m-calculus with Stop

@ tools: context lemma, sound applicative similarities
@ several proved process equivalences using the tools
@ conservatively extends barbed may- and should-testing in the
m-calculus, s.t. results can be transferred back
Future work

@ extend the results to variants of the m-calculus
(guarded sums, matching prefixes, . ..)

@ analyze encodings between concurrent lambda-calculi and the
m-calculus w.r.t. contextual equivalence

o find a better sound should-similarity
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